Computer-generated animal model stimuli.
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Introduction 


Animation techniques allow researchers to investigate questions regarding animal communication in ways previously incapable of testing.  Computer-generated animations also allow researchers to investigation questions regarding function and sensory capabilities that are critical to the evolutionary survivorship of species reliant on the visual system (Rosenthal, 2000).  Traditional methods limit the degree in which researchers can examine animal interactions (Ord et al., 2002).  In human perception, animation techniques have been used to investigate biologically relevant motion patterns (Dekeyser, Verfaillie, & Vanrie, 2002). However, in animal studies, computer-generated animations have been successful in investigating agnostic behaviour (McKinnon & McPhail, 1996), female mate choice (Künzler & Baker, 1998), and signal conspicuousness (Peters & Evans, 2003).  This technique allows researchers to isolate patterns of behaviour of interest, and playback these animations in novel interactions.  Here, we used the Jacky dragon (Amphibolurus muricatus) as our model species in investigating signal design in the visual system.  The Jacky dragon produces a series of highly stereotyped displays that are highly ritualised (Carpenter & Ferguson, 1977).  These motor patterns are predictable in order of display (i.e., Markov chain, Peters & Ord, 2003), and the typical of display action patterns in lizards (Bels, 1986).  Jacky dragon displays are easily identifiably and therefore an excellent candidate for studying visual communication using computer-generated animations.

Creating the Animation

Object


A taxidermic lizard was prepared as the original model for the animation.  The lizard had died of natural causes.  The taxidermic lizard was scanned using a Konica Minolta VI-9i (Konica Minolta Holdings, Inc., Japan) by New Dawn® (Bexley North, NSW Australia) which produced a 3D object (*.lwo and *.obj files).  Six object variations from 1,000 – 100,000 polygons were created.  The object files were compatible with a 3D animation programme, Lightwave® V8.3 (NewTek Inc., San Antonio, TX, USA).  Lightwave® software has two programme features used for 3D animation: Modeller and Layout. Lightwave® Modeller allows for the design and manipulation of the object.  These features allow you to highlight specific polygons for detailed changes, creating layers within the object, adding colour and texture, and creating skelegons that provide the basic movement infrastructure of the object.  Lightwave® Layout programme creates scenes used to complete animation sequences.  Both Lightwave® Modeller and Layout have three dimensions of positioning, orientation, and rotation: heading (Y), pitch (X), and bank (Z).

Texture


Texture of the object was acquired by photographing the patterns of a live Jacky dragon.  The morphological features of the live lizard were similar to the taxidermic model in mass and length.  A live lizard was photographed using an eight-megapixel Canon EOS series from frontal and orthogonal angles.  In addition, the lizard was photographed from various positions (i.e., frontal, orthogonal, ventral, and dorsal), and of various body parts (i.e., whole animal, head, body, tail, and limbs) over a white sheet of paper to be white balanced during post processing, and allow for actual RGB values on texture colour.  An Atlas UV map was created in Lightwave® Modeller.  The UV map had broken the object into fragments comprised of strings of connecting polygons.  The Atlas UV map is appropriate for objects that have many planar surfaces without 90o angles.  However, an Atlas UV map breaks up the object into several discontinuous segments of connected polygons.  The Atlas UV map was then captured using Grab V1.2 (Apple Computers Inc.) to create a separate JPEG image and imbedded as the background layer into Adobe® Photoshop® Elements 3.0 (Adobe Systems Incorporated).  The JPEG image was not modified.  Therefore, similar proportions were kept that were used to map areas on the Jacky dragon to the object.  Separately, the various photographs of Jacky dragons were then fused together in Adobe® Photoshop® Elements 3.0 to created whole Jacky dragons in four main positions (i.e., frontal, orthogonal, ventral, and dorsal).  Polygons were then matched to the area incorporated on the Jacky dragon using the UV map.  In the Lightwave® Modeller, highlighting polygons on the Atlas UV map allowed us to identify specific areas on the lizard.  This area was then cropped, and superimposed onto the background Atlas UV map JPEG.  Since there were several fragments, multiple layers were placed onto of the background layer.  This matched specific areas of the Jacky dragon to nearly exact areas on the object.  The eyedropper tool was used to extract similar colour to nearby body areas of exposed polygons, and the paintbrush tool was used to colour single polygons.  When all the photographic fragments were layered onto the Atlas UV map JPEG, the background was removed and a single TIFF file was create.  The TIFF file was then imported back into Lightwave® Modeller, and was assigned to the UV coordinates.  

Skelegons and Bones


Skelegons were designed and imbedded into the object using Lightwave® Modeller.  Skelegons acted as placeholders for bones.  In our lizard model, 61 bones were created in all.  First, a second layer is opened and the object is viewed as a wrieframe within Lightwave® Modeller which prevents accidental changes of polygons while creating skelegons.  An artificial spinal column was created from the neck down to the tip of the tail.  Skelegons were created fairly small to mimic the number of vertebrae of a Jacky dragon with the exception of one large skelegon used to simulate the head.  The forelimbs also consisted of fours bones each.  The bone fused to the thoracic vertebrae acted as a scapula followed by the humerus, one skelegon to act as the radius and ulna, and a final skelegon to stimulate movement of hand and digits.  The hindlimbs also consisted of four limbs; the first joining skelegon simulated the pelvic girdle followed by the femur, a single skelegon to represent fibula and tibia, and a single skelegon to act as the foot and digits.  The size of each skelegon-to-body part was matched for the overall size of the body part.  After all skelegons were created, the object was synchronized to Lightwave® Layout.  Here, the skelegons were converted to bones. 

Weight Maps & Shading 


Independent weight maps designated to specific areas of the object act antagonistically to allow realistic movement.  Weight maps have a value range from –100% to +100% distribution of motion.  For example, weight values with a greater deviation from 0% (no effect) will produce a greater effect of movement on the body part.  Failure to weight properly may incur exaggerated movement of the object in accordance to bone flexibility.  For example, there may be limited movement (i.e., bones may protrude from object with object movement in the same general direction) or hyper-movement (i.e., movement of object may supersede the position of the bones in a general direction).  In our lizard model, limbs, tail, and head were designated with positive (+) weight map values, while the body was designated a negative (-) weight map value.

Stimulus Capture


Live lizard displays were recorded as model stimulus sequences.  Archival lizard footage was shown on a Sony Trinitron monitor to a live lizard held in its enclosure.  Initial archival footage was recorded when two live lizards were placed in nearby visible enclosures, and video was recorded from both individuals.  Display responses of lizards on a 20-cm perch were recorded using a Canon digital camcorder (MV650i) placed approximately on metre from the enclosure.  Video was recorded in PAL-DV compression (720 x 576 pixel resolution at 25 frames s-1).  Lizard size was scaled to the representative size of the perch on the display monitor.  Sequences were then exported as individual sequential JPEG images in Apple Quicktime™ 7.0.4.

Rotoscoping


‘Rotoscoping’ is a technique where the object animation is superimposed in the foreground onto a background image.   A movement sequence is completed by superimposing the object across a series of images in which the object is intended to mimic on a frame-by-frame sequence (Gatsey, Middleton, Jenkins, & Shubin, 1999).  The Lightwave® Layout programme is where the scene is created for the animation sequence.  In Layout, the environment in which to represent our animation by establishing parameters on light, camera, object, and background characteristics are controlled.  To begin rotoscoping, we selected motor pattern sequence (i.e., push up body rock) from an archival digital video and exported the video into an image sequence (JPEG) using Apple QuickTime™ Player 7.0.4 (Apple Computers Inc.).  In Layout, the object must be represented in camera view as opposed to other available view (i.e., perspective).  The first JPEG in the image sequence is then imported into the background of the camera view.  The object is then manipulated using the bones and superimposed into the current position reflective of the background image.  Using PAL DV (720 x 576 pixel resolution), each completed sequence was created at 25 frames s-1.  Each frame is then ‘keyframe’, thereby saving the position of the object for that particular frame.  The background image is replaced by the next consecutive image sequence.  The object is once again manipulated into the current position and posture of the background image.  This process is repeated until the sequence is finished.  When the scene is complete, the sequence can be rendered to create image sequences.

Rendering


All stimulus sequences were designed for PAL DV standard (5:1 compression; horizontal resolution 550 lines; 25 frames s-1), as this format was suitable for local Australian regional coding.   Sequences may be directly rendered into a series of individual JPEG images or movie files into nominated output file type and pathway.  Large sequence clips or batch processing are rendered using Render Farm Commander v2.9 (Bruce Rayne©, Lalor Park, NSW Australia).  Render Farm Commander (RFC) links up computers to produce a series of processors to aid in faster rendering.  For example, I have used four Apple Mac G5 dual-processors (eight threads) to distribute the rendering.  The processing of a sequence of 9000 frames (i.e., equivalent to six minutes on PAL DV standard) can be completed in 12 hours using a single G5 processor.   However, this time is reduced to four hours when sequences are redistributed across eight threads (i.e., four G5 dual processors).  Batch processing is more efficient than single processors because it maximizes the efficient of processing output.

Conclusions


Computer-generated animations are increasingly becoming a popular tool in which to investigate questions regarding communication in animal behaviour.  By using animation techniques, we can focus on specific aspects of signal design that engage the sensory system of conspecifics, and manipulate variables to a degree that allow researchers to answer questions never before able to investigate due to limited technology.  Although conventionally stage animal encounters still demonstrate theoretical principles, animation techniques now provide a sophisticated tool for examining more detailed phenomena.  

Acknowledgements


I would like to thank Daniel Van Dyk from the Centre for the Integrative Study of Animal Behavour (CISAB) for help in model design.  Christopher Evans (CISAB) provided technical support.  The taxidermic model was provided by Daniel Warner (University of Sydney), and early design considerations were accomplished by Richard Peters (Australian National University).  Funding was supported by the CISAB and Department of Psychology Postgraduate Award of Macquarie University, and the Australian Research Council.  Research was conducted in accordance to the ethical guidelines of the Macquarie University Animal Ethics Committee (2003/014) and the New South Wales National Parks and Wildlife Services (S11024).  

References

Bels, V. (1986). Analysis of the display-action-pattern of Anolis chlorocyanus 

(Sauria: Iguanidae). Copeia, 1986, 963-970.
Carpenter, C. C., & Ferguson, G. W. (1977). Variation and evolution of stereotyped 

behavior in reptiles. In C. Gans, & D. W. Tinkle (eds.), Biology of the reptilia. New York: Academic Press, V7, 335-554.

Dekeyerser, M., Verfaillie, K., & Vanrie, J. (2002). Creating stimuli for the study of 

biological-motion perception. Behavior Research Methods, Instruments, & Computers, 34(3), 375-382.

Gatesy, S. M., Middleton, K. M., Jenkins, F. A., & Shubin, N. H. (1999). Three-

dimensional preservation of foot movements in Triassic theropod dinosaurs. Nature, 399, 141-144.

Künzler, R., & Bakker, T. C. M. (1998). Computer animations as a tool in the study of 

mating preferences. Behaviour, 135, 1137-1159.

McKinnon, J. S., & McPhail, J. D. (1996). Male aggression and colour in divergent 

populations of the threespine stickleback Experiment with animations. Canadian Journal of Zoology, 74, 1727-1733.

Newtek, Inc. (2004). Lightwave® [8] Reference Manual. San Antonio, Texas: Newtek, Inc.

Ord, T. J., Peters, R. A., Evans, C. S., & Taylor, A. J. (2002). Digital video playback 

and visual communication in lizards. Animal Behaviour, 63, 879-890.

Peters, R. A., & Evans, C. S. (2003). Introductory tail-flick of the Jacky dragon 

visual display: Signal efficacy depends upon duration. Journal of Experimental Biology, 206, 4293-4307.

Peters, R. A., & Ord, T. J. (2003). Display of the Jacky dragon, Amphibolurus 

muricatus, (Lacertilia: Agamidae), to intruders: A semi-Markovian process. Austral Ecology, 28, 499-506.

Rosenthal, G. G. (2000). Design considerations and techniques for constructing video 

stimuli. Acta Ethologica, 3, 49-54.

