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SUMMARY:
We introduce a temperature gradient block and detail its construction and utilization. The block provides 22 discrete temperatures, linearly distributed between a user-defined range from 0 to 90 °C. Data collected from this setup enables testing and developing new theories on the temperature response of soil organic matter decomposition rates.

ABSTRACT:
Soil is the Earth's largest carbon (C) reservoir, holding nearly twice as much C as the atmosphere. Climate change-induced temperature increases could enhance soil organic matter (SOM) decomposition, potentially releasing carbon dioxide (CO2) into the atmosphere, thus resulting in a positive feedback to climate change. This presents the question: how can we define the response of SOM decomposition rates to short-term changes in temperature? Can we utilize this data to fit mechanistically defined equations in Earth system models for climate predictions? Most research to date has focused on laboratory soil incubations at different discrete temperatures. This, however, does not result in a detailed temperature response curve, which is required to test novel hypotheses imposed by the latest developments in the field, such as the macromolecular rate theory (MMRT). In this paper, we introduce a temperature gradient block, modified and improved from earlier work, detail its construction process, and provide a detailed explanation for its utilization. The temperature gradient block is an aluminum block with four rows of 22 discrete holes, allowing the simultaneous incubation of 88 microcosms (60 mL vials). The block is cooled at one end and heated at the other, creating a linear temperature distribution. It provides 22 discrete temperature points along a user-defined range within limits of 0 to 90 °C. After 3.5 h of incubation, CO2 production is measured from each of the 88 microcosms. Results demonstrate that the block produces the user-defined temperature gradient and facilitates the construction of temperature response curves of SOM decomposition. Additionally, the data collected from this setup can be used to test and develop new hypotheses and theories regarding the impact of temperature changes on SOM decomposition rates, an area of increasing importance in the context of climate change.

INTRODUCTION:
Increasing carbon dioxide (CO2) concentrations in the atmosphere lead to higher temperatures on Earth1. This phenomenon was first reported in 1856 by Eunice Foote2, who conducted a simple yet groundbreaking experiment. She filled one cylinder with ambient air and another with CO2 and recorded the temperatures in both1. The results were clear: cylinders with higher CO2 concentrations exhibited higher temperatures, demonstrating the warming effect of increased atmospheric CO21. This observation has significant implications for climate change. Today, Foote's early insights continue to inform contemporary climate science, guiding research on how rising CO2 levels affect global warming and its effect on various ecosystems.

Soils store nearly twice as much carbon (C) as the atmosphere in the first meter, playing a crucial role in the global C cycle3. A key process influencing soil C stocks is soil organic matter (SOM) decomposition, which determines the rate at which C is released back into the atmosphere4,5. Higher mean annual temperatures, driven by climate change, have the potential to stimulate soil organic matter (SOM) decomposition, accelerating the release of CO2 into the atmosphere6,7. This represents a positive feedback mechanism to climate change, particularly when higher temperatures accelerate C losses through SOM decomposition more than they stimulate photosynthetic C inputs6. Despite extensive research on the topic, the magnitude and direction of the so-called land-carbon-climate feedback remains widely debated8–11. This uncertainty is largely due to fundamental knowledge gaps regarding the temperature response of SOM decomposition rates. Addressing these gaps is essential for refining Earth system models and incorporating theoretically grounded representations of the temperature response of SOM decomposition rates.

The temperature response of SOM decomposition rates is commonly represented by the Q10 value and the Arrhenius equation. The Q10 value is widely used and is defined as the factor by which a rate is multiplied when the temperature increases by 10 °C. Despite challenges to its validity12–15, Q10 has become the default approach for comparing the temperature response of different treatments and soils. The Arrhenius theory suggests an exponential increase in process rates, such as those of SOM decomposition, with increasing temperature16. However, actual enzyme activities tend to follow a unimodal form with a distinct thermal optimum and decline at higher temperatures17–19. Arrhenius-based equations attempt to account for this decline by suggesting enzyme denaturation beyond the thermal optimum6. However, enzyme denaturation occurs at higher temperatures than those commonly found in soils, indicating that enzymes reach a thermal optimum before denaturation occurs19,20. Moreover, simply adding a second function to the Arrhenius equation to account for the collapse of respiration rates due to denaturation does not allow estimation of an inflection point temperature – the temperature at which the rate of change in respiration is maximized21,22. Consequently, Arrhenius-based equations fail to fully capture the commonly measured shape of the overall temperature response of SOM decomposition rates within the range of temperatures generally observed in soils14,23.

[bookmark: _Hlk170729274]To address the limitations of Arrhenius theory, multiple equations have been developed to represent the temperature sensitivity of biological processes; however, few are grounded in biological theory or have been applied to soils24,25. Among the biologically-based approaches, the macromolecular rate theory (MMRT) overcomes some of the Arrhenius equation's limitations by incorporating the thermodynamic properties of biological macromolecules, such as enzymes26. Similarly, the Enzyme-Assisted Arrhenius theory (EAAR) accounts for the temperature-dependent role of enzymes in lowering the activation energy of the reaction24. Both equations have been successfully applied to studies of the temperature response of biochemical reactions in soils and microorganisms17,24,27,28. These equations provide valuable mechanistic insights into the temperature response of SOM decomposition and underlying reaction steps. However, their broad adoption and parametrization are often hindered by experimental challenges. 

Both field and laboratory studies have advantages and limitations for understanding the temperature response of SOM decomposition rates. Field experiments provide valuable insights on the long-term temperature response of SOM decomposition rates. However, interpreting CO2 flux measurements in the field can be challenging due to confounding variables such as autotrophic respiration, moisture variability, and substrate accessibility29–33. While these interactions are essential for quantifying real-world processes, such studies are generally focused on long-term ecosystem responses rather than the measurements of short-term mechanistic processes. Understanding the short-term temperature response is crucial for parameterizing equations that are defined by recent theories, like MMRT and EAAR, and for this, laboratory studies are key. Many laboratory studies typically suffer from confounding effects of substrate depletion, which increases with the incubation time and temperature treatments34–36. Additionally, most laboratory experiments use only a few temperature treatments37–40, resulting in fitting simple exponential equations or calculating Q10 ratios instead of more advanced equations, which require rates to be measured at a larger number of discrete temperatures41. To address these issues, it is crucial to develop new experimental approaches that enable accurate measurements of SOM decomposition rates across a broader range of temperatures, thereby supporting the rigorous testing and development of SOM decomposition theories in relation to temperature response.

In this paper, we describe the construction and utilization of a temperature gradient block, which not only addresses the current experimental limitations but also provides a state-of-the-art study to demonstrate the short-term response of SOM decomposition to temperature. The design presented here is an adaptation of the methodology first developed by Thomas et al. (1963)42 and later modified by Robinson et al. (2017)41. The main differences include 1) an improvement of the cooling system, 2) a reduced operating time by coupling the block to a CO2 analyzer for direct measurement of CO2 concentrations, and 3) eliminating the need for transporting vials during the experiment. While previous reports21,41,43 have provided a broad description of the temperature block, the detailed design, construction methods, and testing were minimal, limiting the ability for other researchers to utilize this approach. Here, we provide complete details of both the design and construction, and present results from multiple tests to demonstrate the proper functionality of the setup for different soil samples.

PROTOCOL:
Here, we present the detailed construction and in-depth utilization of the temperature gradient block. All the materials with their respective specifications can be found in the Supplementary Table 1 and Table of Materials. The cost of construction and assembly of the temperature gradient block was approximately €20,000, excluding the cost of the gas analyzer. This temperature gradient block is named 'Eunice' after Eunice Foote.

1. Construction of the temperature gradient block

1.1. Refer to Figure 1 for the body design of the temperature gradient block.

1.2. Constructing the aluminum block

1.2.1. Position and secure the raw aluminum block in a universal milling machine. Input the measurements and locations for each hole into the machine's software. Figure 2 specifies the location and diameter of each hole for the setup.

1.2.2. Drill holes for heating rods. On one end of the block, drill two holes with a diameter of 16 mm and a depth of 133 mm. Position these holes such that their centers are located 25 mm from the top edge and 36.25 mm from the side edges (Figure 2).

1.2.3. Create a castle pattern for a cooling agent. At the opposite end of the block, drill a castle pattern over a length of 180 mm (Figure 3A). Ensure that the castle pattern has a thickness of 16 mm and a depth of 140 mm. Drill 12 additional holes within the castle pattern, each with a diameter of 10 mm and a depth of 140 mm. Refer to Figure 3B for the precise location and distribution of these holes.

NOTE: The castle pattern was created to increase the contact of the cooling agent with the block, and the 12 holes serve to prevent overflow.

[Place Figure 3 here].

1.2.4. Create a gasket for the castle pattern. Cut an aluminum gasket to enclose the cooling agent within the block and place it on top of the castle pattern. This is used to prevent leakage of the cooling agent.

1.2.5. Drill holes for the cooler connection. On the front and back sides of the block, drill holes with a diameter of 15 mm for the cooler connection (Figure 4). Position the center of the holes at 75 mm depth. Ensure that the hole on the front side is 18 mm from the edge and the hole on the back side is 162 mm from the edge. Ensure that these two holes connect the start and end of the castle pattern.

[Place Figure 4 here].

1.2.6. Drill holes for temperature sensors. Drill 8 holes with a diameter of 3 mm with a depth of 150 mm. These sensors are located in the middle of the block and evenly distributed along its length. Ensure that the center of the first sensor hole is 940 mm from the edge, and the last sensor hole is 205 mm from the edge.

1.2.7. Drill holes for the 60 mL vials. Create 88 holes, each with a diameter of 28 mm and a height of 144 mm. These holes are evenly distributed across the block. The center of the first and last vial holes aligns with the centers of the first and last sensor holes.

1.3. Insulation preparation

NOTE: The insulation material is made of polyisocyanurate with a thickness of 40 mm.

1.3.1. Using a circular saw, cut the insulation material into a trapezoid shape at an angle of 135°. To cover the four long sides of the aluminum block, cut the insulation material into a rectangle measuring 1080 mm by 230 mm. Cut each of the four sides of this rectangle at an angle of 135° to fit snugly around the block. One of these sides will be glued to the lid of the block. Use aluminum tape to protect the insulation material for the lid of the block.

1.3.2. For the two short sides of the block, cut the insulation material into a square measuring 230 mm by 230 mm. Again, cut each side of the square at an angle of 135° to ensure a proper fit.

1.4. Connecting the cooling system (Figure 5)

NOTE: The cooling system used in this setup is compact and energy efficient. This cooling system is operated by circulating a natural cooling agent with a cooling capacity up to -30 °C.

1.4.1. Attach the knee coupling and hose barb to the block (Figure 5C). Then, connect the hose that directs the cooling agent to the cooler.

1.4.2. Cover the hose with flexible insulation material to cover the hose entirely. This will keep the cooling agent at the desired temperature. Cut the flexible insulation material and tightly fit it to the hose, using adhesive sealant to fix the insulation.

1.5. Insert the heating rod and sensors into the block to ensure the fit (Figure 5D). 

1.6. Refer to Figure 5 for an overview of the steps explained above.

[Place Figure 5 here].

2. Constructing the stainless-steel housing.

2.1. Cut the stainless steel for the long sides with the dimensions 1080 mm x 230 mm x 230 mm. For the short sides, cut the stainless steel with dimensions 230 mm x 230 mm. Make sure to make holes for the cooling hose, sensors, heating rods, and handles.

NOTE: One of the long sides is used as the lid of the block.

2.2. Heat-connect the handles, hinges for the lid, and closures to the stainless-steel housing. 

3. Construction of the electronics unit 

NOTE: Only a qualified electrician may construct the electronic unit. The protocol outlined here has been developed in accordance with Dutch and EU laws. Below is a brief overview of the main components used; detailed wiring instructions are provided in Supplementary File 1.

3.1. Design the electronic diagram (Figure 6).

[Place Figure 6 here].

3.2. Mount the junction boxes.

NOTE: The junction boxes are installed for the protection of the electric components and connections from external objects and damage.

3.2.1. Securely mount the three junction boxes to the stainless-steel housing using the mounting screws.

3.2.2. Prepared cable entry points. In the main junction box, knock out six holes for cable glands. In the two smaller boxes, knock out two holes for cable glands. One box will house the 2-way switch, and the other the heater rod cable connections.

NOTE: The 2-way switch is used to turn on and off the unit, meaning that it provides power to the mini circuit breaker.

3.2.3. In the main junction box, drill one hole on the top for the green LED.

NOTE: This LED light indicates when the unit is on, and power is available to every component.

3.2.4. Cut and fit the DIN rail into the main junction box. Then, mark out three holes for mounting screws that will hold the DIN rail. Mount the DIN rail into the main junction box.

NOTE: The DIN rail is used to facilitate the mounting of the electrical components. Preferably, place it roughly in the center of the main junction box.

3.3. Electric components installation.

NOTE: Use Figure 7 as a reference and install each electric component.

3.3.1. Locate the junction box for the 2-way switch. Remove the top half of the switch to find the portion that needs to be fed through the cover plate. Mark and drill out a hole in the cover plate of the switch junction box, which needs to snugly fit and mount the switch to the cover plate. Use the switch mounting instructions.

3.3.2. In the main junction box, place the PE/GND terminal on the DIN rail. Then, place the miniature circuit breaker (MCB) on the DIN rail.

NOTE: The PE/GND terminals are used as end tops. The MCB is a miniature circuit breaker, and the main safety breaker in the event of a fault or shortage. When the MCB is on, it applies power to the AC/DC power supply.

3.3.3. Place two triple feed-thru terminals on the DIN rail. Using two terminal double bridge terminals to join them at the top and bottom of the feed-thru terminals.

NOTE: Use feed-thru terminals to connect more than two wires and utilize bridges to link multiple feed-thru terminals together. Ensure a secure and reliable connection by using the ferrule connectors.

3.3.4. Place the DC power supply on the DIN rail as pictured.

NOTE: This study used a 24 V, 2.5 A AC/DC power supply. Which uses the AC power and converts it to 24 VDC for the other components' input power requirements.

3.3.5. Place the thermostat on the DIN rail as pictured. Ensure not to lose the cable connection module (Green in Figure 7).

NOTE: A thermostat was used to control and monitor the temperature. It is a web-browser-based software system that requires the IP address of the unit to log-in and set the temperature of the heating rods, and record the data. This was connected to the local area network (LAN) to be able to connect to the unit from any computer on campus.

3.3.6. Place seven triple feed-thru terminals on the DIN rail as pictured. Using three quintuple bridges, join the first five feed-thrus together at the top, middle, and bottom feed-thru terminals.

3.3.7. Use two quintuple bridges to join the last two feed-thrus together at the top and bottom feed-thrus.

3.3.8. Place one fuse holder on the DIN rail as pictured.

NOTE: A 630 mA fuse was used to protect the unit components from damage in the event of short circuits and power surges.

3.3.9. Place two single terminal connection units on the DIN rail as pictured.

3.3.10. Place the solid-state relay on the DIN rail as pictured.

NOTE: The solid-state relay is used to turn on and off the heating rods.

3.3.11. Place one PE/GND terminal as the end stop.

3.4. For the electric wire connection procedure, refer to Supplementary Figure 1.

3.5. For an overview of the electronic unit, refer to Figure 7.

[Place Figure 7 here].

4. Assembling the temperature gradient block

4.1. Use adhesive sealant to glue the insulation material to the stainless-steel housing. Let it dry overnight.

4.2. Insert the sensors and heating rods inside the aluminum block.

4.3. Place the aluminum block inside the stainless-steel housing, guiding the cables through their respective holes for connection to the electronic unit.

4.4. Use the hinges to attach the insulated stainless-steel lid to the block.

4.5. Attach the cooling system to the aluminum block.

4.6. Place the temperature gradient block in the laboratory, ensuring all connections are secure and functional (Figure 8A). Ensure the laboratory has a sturdy table at least 2 m long. Confirm there is access to Ethernet and electricity connections. A controlled ambient temperature is desired for optimal operation.

5. Construction of the flushing system

NOTE: The flushing line was designed to standardize CO2 concentrations in each vial at the start of the incubation. Refer to Figure 8B to visualize the flushing system with the temperature gradient block.

5.1. Cut the smaller diameter flexible tube into 10 pieces, each measuring 15 cm in length. Attach a needle to one end of each of the 10 smaller tubes.

5.2. Cut the larger diameter tube into a single piece measuring 1 m in length. Place a stopper at one end of this tube and connect the other end to the ambient air conductor in the lab.

5.3. Measure and mark the larger tube at 5 cm intervals along its length. At each marked interval, insert a needle connected to one of the smaller tubes. 

[Place Figure 8 here].

6. Description of the gas analyzer injection unit

NOTE: The gas analyzer of this setup allows for measuring CO2 concentration directly in the 60 mL glass vials. The range for this gas analyzer is between 0 ppm and 10000 ppm with a precision of 0.04 ppm at 400 ppm. The gas analyzer comes with a flow reduction kit that measures at a rate of 1.17 mL/s. 

6.1. Modify the injection tube of the gas analyzer by adding an external 0.45 µm filter and an injection needle (Figure 9).

NOTE: The 0.45 µm filter was added as an additional precaution to avoid water entering the gas analyzer. The needle has a size of 18 G and dimensions of 1.2 mm x 25 mm. The needle was selected based on the diameter to minimize damage to the rubber septa of the 60 mL glass vials.

6.2. Connect the injection tube of the gas analyzer to the instrument's connection inlet.

6.3. At the end of the injection tube, attach a male Luer lock connector. Using a flexible tube with an internal diameter of 1/4, secure the Luer lock to the injection tube. Then, attach the 0.45 µm filter using a flexible tube to air-tight everything together.

6.4. On the screw end of the 0.45 µm filter, use a male and female connector to securely attach the needle.

[Place Figure 9 here].

7. Designing treatments for incubation

7.1. Select soil samples.

NOTE: The soil samples chosen for this manuscript demonstrate the protocol's functionality and showcase the type of data that can be collected using this setup.

7.2. Select a temperature range for block incubation, which is a user-defined range from 0 °C to 90 °C.

NOTE: The temperature range for this manuscript was 4 °C to 60 °C. If the system is used beyond this range, follow laboratory safety protocols when handling high or subzero temperatures.

7.3. Plan the randomization of the samples. 

NOTE: For this manuscript, samples were randomized within the temperature block (positions A–D). Although this study initially tested randomizing the sample reading after incubation, this introduced labeling errors during the reading process. Therefore, a consistent measurement order (i.e., from high to low temperatures) was prioritized.

8. Preparing samples for pre-incubation

NOTE: To limit shifts in soil microbial communities, soil samples should preferably be incubated fresh as soon as possible after sampling. However, depending on experimental constraints and logistics, soil samples may need to be air-dried for transport and storage before incubation. In this manuscript, an air-drying procedure was standardized for processing samples before incubation.

8.1. Sieve the fresh soil using a 2 mm sieve. Let the sieved soil dry at 40 °C for 24 h. This air-dried soil can be stored until further processing.

8.2. Place the soil sample in a metal tin and mix it thoroughly. Distribute the mixed soil into 22 pre-labeled 60 mL glass vials. Using weighing paper, add 3 ± 0.03 g of soil into each 60 mL vial.

8.3. Using a pipette, adjust the soil to the desired water-holding capacity (WHC) based on the funnel method. After adjusting the water content to the target %WHC, record the exact weight of each vial.

NOTE: The soil samples selected for this manuscript were adjusted to 60% WHC.

8.4. Cap the vials using cotton wool to allow for ambient air exchange. 

8.5. Pre-incubate the samples for 10 days in a temperature-controlled lab at 20 °C.

9. Adjusting WHC during pre-incubation

9.1. After 7 days of pre-incubation, record the weight of the vials and adjust to the target WHC. Use a pipette to be precise and add water as needed. Calculate the water to add to each vial using equation 1.



where  represents the weight of the vial at time zero and  represents the weight of the vial after 7 days.

10. Initializing the temperature gradient block 

NOTE: The cooling system is controlled using the panel in the front of the instrument. The heating system is controlled using the switch behind the instrument and an online interface.

10.1. Follow the instructions of the manufacturer to turn ON the cooling system. Press the power button once (Item A, Supplementary Figure 2). Ensure that the numbers for the Temp °C and the rpm should blink with the message OFF. This indicates that the system is ON but currently inactive.

10.2. Activate the pump by pressing the OK/Pump button (Item E, Supplementary Figure 2) and press the + or – button (Item G and F, Supplementary Figure 2) to set the rpm to 3500. Before activating the cooling system, check that the fluid level has green lights (Item L, Supplementary Figure 2). If the fluid level is red, this means there is not enough cooling agent. Contact the lab manager or refer to the manufacturer's manual.

10.3. Activate the cooling system by pressing Temp (Item B, Figure S2) and press the + or – buttons (Item D and C, Supplementary Figure 2) to set the Temp °C to -1.6 °C. The set point (Item O, Supplementary Figure 2) should be blinking. This indicates that the cooling system is not at the set point yet.

NOTE: The set temperature in the cooling system is not the same as the temperature inside the block.

10.4. Turn the switch behind the block ON (Supplementary Figure 3). Ensure that a green light turns ON This indicates that the heating system is ON, but the temperature control is not active.

10.5. To activate the temperature control of the heating system, open the online interface of the temperature gradient block by entering the IP address 10.75.117.227 in a browser. Log in with the provided username and password to view the temperature of each sensor (Supplementary Figure 4). This interface shows the sensor values, which are updated every 3 s. 

10.6. Adjust the Set Heating Temp to 60.00 °C by pressing the up/down arrows. Press the ON button to activate the heating system.

NOTE: It takes about an hour for the block to reach a stable linear temperature gradient.

10.7. Ten minutes after the block has been turned ON, check the heater control to make sure it is working. The instrument is working when the temperature is different for each sensor.

11. Setting up the gas analyzer

11.1. Following the instruction manual of the manufacturer, turn ON the gas analyzer by pressing the power button once. Wait for 45 min for the instrument to warm up.

11.2. Connect the PC to the gas analyzer's Wi-Fi network, identified by the unique hostname (TG15-XXXXX) and use the password to connect.

11.3. Write the hostname or IP address in a web browser and press enter to connect. Then, open the settings section and select reduce flow rate. If the option is already selected, do not change anything in the software.

12. Getting ready to load samples

12.1. Adjust the WHC following section 6 of the protocol 1 h before starting the incubation. 

12.2. Check the heater control to make sure it has reached the desired temperature 10 min before placing samples in the block.

12.3. Turn ON the ambient conductor located in the lab. 

12.4. Connect the flushing system and connect the gas analyzer to the computer.

13. Collect blanks

13.1. Record blanks following these two procedures:

13.2. Connect the flushing line to the injection system of the gas analyzer and record the CO2 (in ppm) of the flushing line directly.

13.3. Place five 60 mL glass vials in an empty holder. For each vial, place one flushing line. After 1 min, take the flushing line out and cap the vial. Wait for four hours before measuring CO2 inside the vials.

14. Loading samples in the temperature gradient block

NOTE: In the block you will have block positions A, B, C, D. Place the same sample in the same block position across the block (Figure 10). For example, sample number 175 goes in block position A from 1 to 22, sample number 45 goes in block position B from 1 to 22, etc.

[Place Figure 10 here].

14.1. Open the block, place the computer and flushing system on top of the block lid (Figure 11). On a movable table, place the boxes containing the samples.

NOTE: Wear a KN95 mask to minimize CO2 variability in the samples. This prevents CO2 from the respiration from contaminating the vials.

14.2. Prepare a spreadsheet to record the closing time (hour: minute) of each individual vial, and in parallel, visualize the time of the gas analyzer.

NOTE: The closing time of each vial is used for rate normalization during data processing. 

[Place Figure 11 here].

14.3. Start loading the samples in the temperature gradient block. Work in batches of eight samples. Place the uncapped samples inside the block, starting from the cooler end. This means the first eight samples are A1, B1, C1, D1, A2, B2, C2, D2.

14.4. Place the flushing line in eight vials and wait 1 min. Take the flushing line out and immediately close the vials. On a spreadsheet, record the exact time each vial was capped.

NOTE: Carefully insert the flushing line into each vial, ensuring it does not come into contact with the soil. This prevents cross-contamination and helps maintain sample integrity.

14.5. While the first eight vials are flushing, load the next batch of samples into the temperature gradient block. For example, the flushing samples are: A1, B1, C1, D1, A2, B2, C2, D2. The next batch of samples to be added are: A3, B3, C3, D3, A4, B4, C4, D4.

14.6. Place the flushing line into the next batch of samples.

14.7. Repeat these steps until the block is fully loaded.

14.8. Close the block and wait 3.5 h from the moment the last sample was closed.

14.9. Set the gas analyzer to Sleep Mode, by pressing the power button twice within 3 s.

14.10. Turn OFF the flushing system using the red valve located in the wall.

15. Starting with CO2 measurements

15.1. Take the gas analyzer out of Sleep Mode by pressing the power button once 1 h before starting with CO2 measurements. Check the analyzer settings as indicated in section 8.

15.2. Turn ON the flushing system and place the gas analyzer into the movable table (Figure 12).

NOTE: The movable table has to be tall enough for the injection system of the gas analyzer to reach all the samples.

[Place Figure 12 here].

15.3. Check the diagnostic section of the gas analyzer (Supplementary Figure 5). Ensure that the status of the instrument is green for all components. Here, there are two possibilities:

15.3.1. If everything is green, start the analysis.

15.3.2. If there are red or yellow components, check the gas analyzer manual and, if necessary, ask for technical help. If the error is fixed, then proceed with the CO2 measurements. If the error is not fixed, stop the experiment.

15.4. Open the graph section of the gas analyzer to visualize the real-time measurements. Keep in mind that the instrument is constantly measuring CO2 from the air.

NOTE: The measurement display is delayed for ~3–5 s.

15.5. After 3.5 h of incubation, start measuring the samples. Starting with the higher temperatures. For example, the first samples to read are: A22, B22, C22, and D22.

NOTE: Wear the KN95 mask when measuring samples at temperatures <15 °C. This will reduce noise in the data.

15.6. Connect the injection needle of the analyzer to a flushing line between samples. This will make data cleaning easier.

15.7. On top of the screen, there is a REMARK function in the gas analyzer software. Every time a sample is measured, create a UNIQUE and SIMPLE remark. Do not forget to hit REMARK before running each sample.

NOTE: Use unique numbers or the unique ID of the sample as a REMARK. If a mistake is made in the REMARK, take note of the time the sample was measured. For example, take notes of late injections, if the REMARK was ended early or late, etc.

15.8. Insert the needle in the 60 mL sample vial for 20 s. After these seconds have passed, take the needle out of the vial.

NOTE: The gas analyzer will have pressure issues if the needle is left inside the 60 mL vial for more than 38 s. Avoid this because the gas analyzer will stop working for a few minutes, until the pressure stabilizes again.

15.9. [bookmark: _Hlk169772113]Follow these steps for reading samples and the five blanks with the gas analyzer: 

NOTE: Hit the REMARK button in the online software of the gas analyzer to start and end a remark.

15.9.1. Start REMARK at hh:mm:00.

15.9.2. Insert the needle into the vial at hh:mm:10.

15.9.3. Take the needle out of the vial at hh:mm:30.

15.9.4. Stop REMARK at: hh:mm:45.

15.10. Change the 0.45 µm filter connected to the analyzer injection needle every 16 samples. This filter is meant to capture moisture and prevent clogging of the filters inside the analyzer.

15.11. Repeat these steps for all samples.

16. Unloading samples from the temperature gradient block

16.1. One by one, take samples out of the block and place them in a box. Follow one of these options:

16.1.1. Unloading while measuring CO2.

16.1.2. Unloading after measuring the last CO2 sample.

NOTE: Select one of the two options based on the requirements for future sample analysis after block incubation or the lab schedule. For instance, step 16.1.1 might change the incubation duration for some samples, which could impact the results of subsequent analyses. The lab schedule (e.g., opening and closing hours) could also be a limiting factor.

16.2. Process and store samples for future analysis.

NOTE: In this case, all 88 samples were preserved after block incubation. Using a spatula, the entire sample was transferred from the 60 mL glass vial into pre-labeled plastic bags. 

17. Downloading the data

17.1. To extract the data collected with the gas analyzer, go to the online software of the gas analyzer. Click on Settings and then hit the Download icon.

17.2. Select the specific time the first and last sample were measured. Click Download.

17.3. Open a new spreadsheet, select Open File. Change the file search to All files (*.*) and look for the document saved in the previous step. A new window will open, then select Finish.

18. Turning off the instruments

18.1. Power off the gas analyzer with the power button or through the software interface. To power off the instrument with the button, press the Power Off button three times within 5 s.

18.2. Turn OFF the cooling system. Press lock (Item I, Supplementary Figure 2) and the OK/Pump button (Item E, Supplementary Figure 2). The white noise should stop. After the white noise is completely gone, press the OFF bottom.

18.3. Turn OFF the heating system. Switch off the temperature gradient block control system using the switch behind the instrument. Make sure the green light turns OFF (Supplementary Figure 3).

19. Converting CO2 ppm to respiration rates in µg C per kg soil per hour

19.1. Import the gas analyzer data into postprocessing software (we used R), and extract the following variables: REMARK, TIME, CO2, and H2O.

19.2. Create a new column to extract the seconds of interest, specifically from >30 s to <35 s.

19.3. Remove any observations that have pressure drop-related problems. During the experiment, pressure drops may have caused slightly lower CO₂ readings than expected. These slight drops (between 3% and 5% lower than the previous or next value) are not real changes in CO₂, but rather artifacts (errors) caused by pressure drop. Therefore, remove CO2 values that have dropped slightly (~3–5%) compared to the previous or next CO2 value. 

19.4. Calculate the average CO2 concentration (ppm) for the remaining data points. For each sample, subtract the mean of the five measured blanks.

19.5. Import the lab data into postprocessing software (e.g., R), and extract the following variables: REMARK, dry soil weight, and closing time.

19.6. To convert the CO2 ppm measured by the analyzer to µg C per g soil, apply Equation 2:
[image: ]
where CO2 concentration measured by the gas analyzer is expressed in ppm; CO2 molecular weight is equal to 44.01 g·mol-1; P is the barometric pressure, is equal to 1 and expressed in atm; R is the universal gas constant equal to 0.082058 expressed in atm·mol-1·K-1; head space is calculated based on the head space of the 60 mL glass vials expressed in mL; T is the assumed internal temperature of the instrument, equal to 293.15 and expressed in K; and dry soil weight is expressed in g.

19.7. Then, divide by the incubation time expressed in hours and multiply by 1000 to convert grams to kilograms of soil.

19.8.  Lastly, convert the µg CO2 to µg of carbon using the molecular weights of CO2 and C. This will result in respiration rates expressed in µg C per kilogram of soil per hour.

19.9. Save or export the processed data for further analysis.

REPRESENTATIVE RESULTS:
Stability and distribution of the block temperature
During the development of this protocol, we tested the linearity and temporal stability of the temperature inside the block. After switching the cooling system and the heater ON, the initialization time of the block is approximately one hour, during which time most of the eight evenly distributed temperature sensors reach the target temperature and then remain constant after an overshoot (Figure 13A). After this period, the temperatures recorded by the eight sensors confirm a perfect linear distribution of the temperature along the aluminum block (Figure 13B). 

[Place Figure 13 here].

Block temperature and soil temperature
We tested the time required for the soil sample inside the block to reach the temperature recorded by the eight sensors (Figure 14). In this study, we measured the temperature of soil samples at eight different positions within the block, located near the sensors. The sensors, positioned inside the block were pre-stabilized at their target temperature. Following the above-described protocol, once the block temperatures were stable, soil samples were placed inside the block. For this test, we used extra sensors that are separated from the block. We used 15 g of soil, ensuring that the sensor probe was in full contact with the soil. The soil samples were left uncapped, and the temperature was recorded every minute for a total of 30 min. During this test, the block was slightly closed to minimize temperature variation and reproduce as much as possible real utilization conditions (completely closed). We found that it takes approximately 12 min for the soil samples to stabilize at the target temperature. We deemed this stabilization time to be acceptable, given that the incubations last for a minimum of 3.5 h. Additionally, we assessed the linearity of soil temperature after 12 min of block incubation. The results indicate that the soil temperatures exhibit a linear relationship, closely aligning with the linearity observed in the eight sensors (Figure 15).

[Place Figure 14 here].

[Place Figure 15 here].

Temperature-moisture interaction
There is an inevitable interaction between temperature and moisture that needs to be assessed during the incubation period. For instance, high temperatures can accelerate evaporation, while low temperatures can cause water condensation. For this test, we used four randomly selected soil samples with different textures (Supplementary Table 2). According to the protocol, each soil sample was placed in the same block position across all 22 temperatures. The results show that after an average incubation time of 3.5 h, higher temperatures resulted in greater moisture loss compared to lower temperatures, regardless of soil texture (Figure 16). Soils incubated at 60 °C lost on average 12% of the total water added, whereas soils incubated at 4.1 °C lost on average only 1.88% of the total water added. This means that during the 3.5 h of block incubation, soils were maintained within optimal moisture conditions, between 50% and 60% water holding capacity, irrespective of incubation temperature44,45 (Supplementary Figure 6).

[Place Figure 16 here].

CO2 concentration measurements
To test the accuracy and precision of the gas analyzer, we carried out four measurements of a certified reference gas (413 ± 5 ppm CO2), for which the analyzer recorded 413.71 ± 0.60 (ppm CO2, mean ± SD). This confirmed the high accuracy and precision of the CO2 measurements recorded by the gas analyzer. In addition, to adhere to the manufacturer's specifications, a yearly test using a certified reference gas should be done.

In view of the lag time caused by the injection line and the flow reduction rate kit to the gas analyzer, multiple tests were performed to determine the optimal measuring time. Results show that the injection line causes a delay of approximately five seconds. In this setup, the ideal measuring time is 20 s, allowing sufficient time to fill the CO2 detection unit and reach an equilibrium for 5 s (Figure 17). Given that the flow reduction rate kit measures at a rate of 1.17 mL/s, this measuring time corresponds to sampling 39% of the air content in the 60 mL vials. Additionally, we observed that when the gas analyzer is used as a closed system, a pressure drop occurs. This drop arises during the one-second interval when there is no air injection as the needle is extracted from the vial. To account for this drop in pressure during data processing, we excluded CO2 values that are slightly lower (between 3% and 5%) than the previous or next value.

[Place Figure 17 here].

Testing the full protocol
To evaluate the functionality and reproducibility of the protocol, we incubated two different samples, each with four technical replicates, across the 22 discrete temperatures ranging from 4 °C to 60 °C. These soil samples were chosen to demonstrate the type of data generated with this setup and its performance. Specific sample characteristics can be found in Supplementary Table 2. The temperature gradient block reliably captured the soil respiration rates of the different soil samples at each temperature point, allowing us to visualize the temperature response curve. Additionally, the resulting temperature response curves for all replicates were nearly identical, as reflected by the small standard deviation around the mean respiration rates across all temperatures (Figure 18). These results demonstrate high reproducibility and confirm the precision of the protocol. 

[Place Figure 18 here].

A second test was performed to demonstrate the scientific applicability of the protocol. We measured soil respiration rates across the full temperature gradient and fitted the data using the Arrhenius or MMRT model (Figure 19). These soil samples were chosen to demonstrate the system performance for contrasting temperature response curves (sample characteristics are provided in Supplementary Table 2). Results show that the data collected with the temperature gradient block can be further analyzed by testing different theories about the temperature sensitivity of SOM decomposition rates. However, challenges arise when working with fresh soil in any experiment. During the 10 days pre-incubation period, we observed fungal communities growing inside some of the vials in soil samples beyond the set of representative samples. Despite our efforts to carefully remove the fungal communities without disturbing the soil, this growth impacted the results of some samples (Figure 20). Consequently, we decided to discard the affected samples by removing the entire sample, not just the individual vials impacted by fungal growth.

[Place Figure 19 here].

[Place Figure 20 here].

FIGURE AND TABLE LEGENDS:
Figure 1: Body design and parts of the temperature gradient block.

Figure 2: Temperature gradient block outlining the location and diameter of the holes used for multiple uses. Letter "S" denotes sensor. Dimensions are in millimeters (mm).

Figure 3: Design and measurements of the castle pattern used for the cooling agent. (A) Measurements of the castle pattern thickness, length, and diameter, and (B) distance and location of 12 holes used to prevent overflow. Dimensions are in millimeters (mm).

Figure 4: Side view of the temperature gradient block indicating the depth of each hole and location of the cooler connections. Letter "S" denotes sensor. Dimensions are in millimeters (mm).

Figure 5: Overview of the construction of the temperature gradient block. (A) Drilling holes for placing the 60 mL vials; (B) building the insulation material covering the aluminum block; (C) connection and enclosure for the cooling agent; (D) inserting the heating rod and sensors into the block.

Figure 6: Diagram for the electronic unit. Wire colors are as follows: brown = Voltage Alternating Current (VAC) line, blue = VAC neutral, green and yellow = GND (Ground/Earth), red = Voltage Direct Current (VDC) positive, black = VDC negative.  Data wires are white, but for ease of their identification, in this figure are shown in green color.

Figure 7: Main junction box of the electronic unit attached to the temperature gradient block.

Figure 8: Temperature gradient block. (A) Temperature gradient block installed in the laboratory with the lid closed and (B) open with the flushing system in display.

Figure 9: Gas analyzer injection unit. (A) The injection tube of the gas analyzer. (B) An external 0.45 µm filter and an injection needle.

Figure 10: Vial positions inside the block. Letter "S" denotes sensor.

Figure 11: Loading temperature gradient block setup.

Figure 12: Place the gas analyzer on the movable table.

Figure 13: Linearity and temporal stability inside the temperature gradient block. (A) Temporal stability of the temperatures inside the block over the incubation period, and (B) temperature recorded by the sensors at the starting time of the incubation.

Figure 14:  Recorded soil temperature incubated at different temperatures. Samples A, B, C, and D were incubated in vials positioned near the corresponding sensors (see Figure 10 for reference). The soil temperature was recorded by a thermocouple inserted directly into the soil samples. The specific temperatures monitored by each sensor are as follows: (A) Sensor 1 (S1) at 4.1 °C , (B) Sensor 2 (S2) at 12.5 °C, (C)  Sensor 3 (S3) at 20.1 °C, (D) Sensor 4 (S4) at 28.1 °C, (E) Sensor 5 (S5) at 36.1 °C, (F) Sensor 6 (S6) at 43.8 °C, (G) Sensor 7 (S7) at 51.9 °C, and (H) Sensor 8 (S8) at 60 °C. After placing the soil samples into the block, it takes approximately 12 min to reach the target temperature. 

Figure 15: Strong linear correlation between soil temperature and sensor temperature. Four vials with soil were placed close to the eight sensors in block positions A, B, C, and D. The soil temperature was recorded by a thermocouple inserted directly into the soil samples.

Figure 16: Relative loss of soil moisture during block incubation in four different samples. Moisture loss was calculated relative to the total amount of water added to adjust for WHC.

Figure 17: Optimal measuring time for an individual soil sample incubated at three different temperatures. This graph shows the injection and extraction time of the needle, the equilibrium of CO2 for 5 s, and the pressure drop associated with the selected time frame.

Figure 18: Representative SOM decomposition rates (Rs) for two soils, each measured with four technical replicates incubated across the full temperature gradient. Points represent the mean of respiration rates at each temperature, and error bars indicate the standard deviation among technical replicates.

Figure 19: Representative results and respiration rates (Rs) of four different soil samples incubated in the temperature gradient block. The red line represents the (A,B) Arrhenius fit, and the blue line represents the (C,D) MMRT fit.

Figure 20: Respiration rate patterns for some samples affected by fungal growth. These results are examples of (A,B) two contaminated samples that were excluded from further analysis.

Supplementary Figure 1: Basic NO/NC circuit. "C" may also be labeled as "COM" for Common.

Supplementary Figure 2: Cooling system control panel.

Supplementary Figure 3: System switch and light indicator. (A) Temperature gradient block control system switch; and (B) green light indicating the sensors and heating system are ON.

Supplementary Figure 4: Temperature gradient block heater control in the online interface.

Supplementary Figure 5: Diagnostic section of the gas analyzer. Everything is green means that the instrument is ready for measurements.

Supplementary Figure 6: Water holding capacity of soils incubated at different temperatures, measurements recorded after 3.5 h of block incubation.

Supplementary File 1: Detailed wiring instructions.

Supplementary Table 1: List of materials with the required quantity.

Supplementary Table 2: Characteristics of soil samples used for the moisture loss test and full protocol. These samples were chosen to demonstrate the functionality of the protocol. Texture classification follows the USDA system, with coarse, clay, silt, and sand expressed as percentages. OC refers to organic carbon content (g C·kg⁻¹ soil), pH was measured in water, and CaCO₃ represents calcium carbonate content (g·kg⁻¹ soil).

DISCUSSION:
Using a temperature gradient block for measuring the short-term temperature response of SOM decomposition rates presents challenges, especially in detecting respiration rates at low temperatures. Low temperatures can directly inhibit the catalytic activities of intracellular and extracellular enzymes46,47. Therefore, the incubation time must be long enough to ensure that the low respiration rates at the low end of the temperature range allow for a sufficient build-up of CO2 in the glass vials to fall within the detection range of the gas analyzer. In this experimental setup, the lowest temperature was 4.1 °C; these samples were the first ones to be loaded into the block and last to be analyzed, giving extra incubation time. The ~3.5 h of block incubation time were found to be sufficient to yield detectable changes in CO2 concentration in the samples. This incubation length is likely to depend on soil type and particularly organic matter content. For example, it may be that sandy soils with low organic matter content may require longer incubation times than carbon-rich soils. However, in the tests here, the incubation time of 3.5 h was found to be generally sufficient for most soil types and organic content levels.

In addition to optimizing incubation time for CO2 detection at low temperatures, it is equally important to minimize moisture loss at the higher end of the temperature gradient. Soil moisture plays a crucial role in transportation, diffusion, and dissolution of substrates to microbial communities48. For instance, soil moisture can limit respiration rates by restricting substrate diffusion at low moisture levels and reducing oxygen availability at high moisture levels45,49. Thus, minimizing moisture loss at high temperatures is relevant to prevent moisture from limiting microbial access to substrates. Although the vials in this protocol were completely sealed, water condensed on the caps and inner walls of the vials. This condensation was considered as moisture lost from the soil. Thus, we reduced the incubation time from 4 h, as in Robinson et al. 201741, to 3.5 h. While it was not possible to maintain completely constant moisture levels across all temperature treatments, soils were kept at optimal moisture levels during the 3.5 h incubation period. Even at high temperatures, the WHC of the soil remained above 50%, ensuring that water availability did not limit microbial access to substrates44,45.

Another important consideration is the temperature range of the incubation. While the cooling system can reach temperatures as low as -30 °C and the heating system up to 320 °C, the insulation material has a temperature tolerance of -183 °C to 148 °C. The glass vials used in this setup can withstand 500 °C. Although these ranges are wide, incubating samples above 100 °C possesses a safety concern for the operator. To prevent overheating, a thermal resistor was added, ensuring the heating system automatically shuts down if the aluminum block reaches 90 °C. The inclusion of this thermal resistor is crucial due to the observed initialization overshoot (Figure 13A). If the temperature during the initialization overshoots above 90 °C the system will be disabled. Given these limitations, we recommend operating this setup to a maximum temperature of 60 °C for safe and reliable performance. Additional testing is required for incubating soil samples below 0 °C to ensure reliable CO2 detection, as condensation and associated moisture variability may affect measurements at subzero temperatures. For this protocol, we chose a lower temperature limit of 4 °C, at which no condensation was observed. If the system is used at wider temperature ranges, we recommend implementing additional thermal safety guidelines. 

Another potential constraint of this method is that the relatively short incubation period does not allow microbial communities to adapt to changes in temperature. The temperature response of soils exposed to sustained warming has been the focus of many studies, particularly with the aim of testing microbial adaptation theories27,43,47,50,51. Microbial adaptation has been proposed to explain the diminishing effect over time of experimental warming on soil respiration rates47. However, the methodology presented here was developed to measure the short-term temperature response of SOM decomposition rates. While microbial adaptation is unlikely to occur in short periods of time47, a recent study used a similar methodology to quantify the rate of microbial adaptation by incubating soils from a geothermal gradient. In this study, MMRT was fitted to estimate key parameters, including the temperature optima and inflection points. By comparing these parameters across soils from the geothermal gradient, the findings show that the rate of microbial adaptation is significantly lower than the rate of warming52. This study highlights the importance of understanding the whole temperature response curve, particularly capturing the temperature optimum and inflection points of biological soil processes (Figure 19C,D). In light of these findings, we recommend sampling microbial communities at multiple temperature points during block incubation to assess how microbial community composition and functions correlate with respiration rates and temperature sensitivity parameters.

The temperature gradient block outlined in this paper offers significant advantages over traditional methodologies. One major benefit is that it enables researchers to measure SOM decomposition rates efficiently and accurately at 22 discrete temperatures with small amounts of soil. This represents a methodological improvement compared to incubating soil samples at only two or three discrete temperatures, which compels researchers to apply the Q10 temperature coefficient —a method that many studies have challenged12,13,15. Another significant benefit is that this setup collects data that clearly captures the shape and steepness of the temperature response curve. The number of discrete temperature treatments along a wide temperature gradient allows us to identify the inflection point temperature and optimum of biological processes, allowing comparisons between treatments. The examples presented in this manuscript show two distinct patterns (Figure 19A,B vs. Figure 19C,D), which researchers can further analyze using different temperature sensitivity theories. Some examples support the Arrhenius theory, where reaction rates increase exponentially with temperature (Figure 19A,B). In contrast, other examples align with the MMRT theory, showing a unimodal response with a clear temperature optimum (Figure 19C,D). These two different patterns indicate that the presented temperature block incubation protocol is capable of reproducing both types of response curves, which can be used to test theories of the temperature sensitivity of SOM decomposition rates, thereby deepening our understanding of thermodynamics, biology, and chemistry.
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