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Author Questionnaire 
1. We have marked your project as author-provided footage, meaning you film the video yourself and provide JoVE with the footage to edit. JoVE will not send the videographer. Please confirm that this is correct. 
☐ Correct 
☐ Incorrect 

 2. Microscopy: Does your protocol require the use of a dissecting or stereomicroscope for performing a complex dissection, microinjection technique, or something similar?  Enter Yes or No.  
If a dissection or stereo microscope is required for your protocol, please list all shots from the script that will be visualized using the microscope (shots are indicated with the 3-digit numbers, like 2.1.1, 2.1.2, etc.).
Click here to list microscope shots, using the shot numbers from the protocol section of the video script.

3. Software: Does the part of your protocol being filmed include step-by-step descriptions of software usage?  Enter Yes or No.
If Yes, we will need you to record using screen recording software.
We recommend using the screen capture program OBS. JoVE’s tutorial for using OBS Studio is provided at this link: https://review.jove.com/v/5848/screen-capture-instructions-for-authors?status=a7854k

As these files are necessary for finalizing your script, please upload all screen captured video files to your project page as soon as possible: https://review.jove.com/account/file-uploader?src=21122518

[bookmark: Text5]4. Proposed filming date: To help JoVE process and publish your video in a timely manner, please indicate the proposed date that your group will film here: MM/DD/YYYY

DO NOT use this draft script for filming. Please wait until your script is finalized to begin the filming process. 

When you are ready to submit your video files, please contact our Content Manager, Utkarsh Khare. 

To ensure that your script can be filmed in one day, the protocol sections are cumulatively restricted to 55 shots (shots are the 3-digit numbers like 2.1.1, 2.1.2…etc)

Current Protocol Length

Number of Steps:  30
Number of Shots:  56

Introduction 

Answers to these questions will become interview statements that you will deliver on camera.
· Answer up to 2 introduction and up to 3 conclusion questions. No more than 5 interview statements will be included in the video.
· Enter the full name of the author who will deliver the statement.
· Speak naturally and avoid reading the lines.
· Answer in full sentences, the questions will not be displayed in the video. 
· Limit the length of each statement to 20 words or fewer.
· Answers will be edited for length, clarity, and consistency with journal style guidelines.

INTRODUCTION:

What is the scope of your research? What questions are you trying to answer? 
1.1. Enter author name.: Click here to answer question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.

What are the most recent developments in your field of research?
1.2. Enter author name: Click here to answer question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.
What technologies are currently used to advance research in your field?
1.3. Enter author name: Click here to answer question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.
What are the current experimental challenges?
1.4. Enter author name: Click here to answer question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.

CONCLUSION:

What significant findings have you established in your field?
1.5. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.

What research gap are you addressing with your protocol?
1.6. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.

What advantage does your protocol offer compared to other techniques?
1.7. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.
How will your findings advance research in your field?
1.8. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.
What new scientific questions have your results paved the way for?
1.9. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.
What questions will future research focus on?
1.10. Enter author name: Click here if you choose this question. Please write in a style that you will be comfortable memorizing and speaking aloud. Limit length to 20 or fewer words.

Ethics Title Card

This research has been approved by the Institutional Review Board (IRB) at the INSEAD institute


Protocol  
[bookmark: _Hlk188263998]Please review this section to make sure that it accurately describes your protocol. Use Track Changes when making edits or revisions.
· The two-digit steps (e.g., 2.1., 2.2.) are the narration.  JoVE is responsible for the narration of the protocol and results.
· Red italics are pronunciation guides indicating how the word will be spoken. 
· Filming should take no more than 10 minutes per step. If a step takes more than 10 minutes, prepare the product for that step in advance.
· The three-digit shots (e.g., 2.1.1., 2.2.2.) are the actions that you/your videographer will capture. 

2. System Setup and Software Configuration for the Virtual Agent Platform
Demonstrator: Click here to enter name of demonstrator(s)

If the same person is the demonstrator throughout, mention them once here and remove the "Demonstrator" field from the other sections; if the demonstrator changes, retain the field in the respective sections.
AUTHORS: Please note that all pronunciation guides are given in red, italics. Kindly go through the same and change where necessary.

2.1. To begin, prepare a Windows computer for the experiment [1]. 
2.1.1. WIDE: Talent positioned at a workstation with a Windows computer powered on.
2.2. Install Java SE (S-E) Development Kit 8 from the official distribution source [1]. Then install the Visual C Plus Plus Redistributable for Visual Studio 2013 [2].
Authors: Please create screen capture videos of the shots labeled as SCREEN, create a screenshot summary, and upload the files to your project page as soon as possible: https://review.jove.com/account/file-uploader?src=21122518
2.2.1. SCREEN: Talent downloading and installing Java Standard Edition Development Kit 8 on the computer.
2.2.2. SCREEN: Talent downloading and installing the Visual C Plus Plus Redistributable for Visual Studio 2013.
2.3. Request a Cereproc license through the online application portal [1]. Install OpenFace from the provided repository [2]. Obtain a webcam for video capture [3].
2.3.1. SCREEN: Talent completing the Cereproc license request on a computer.
2.3.2. SCREEN: Talent installing OpenFace software on the computer.
2.3.3. Talent placing a webcam next to the computer.
2.4. Next,  download the Greta software release from the specified repository [1]. Compile the software using NetBeans following the provided instructions [2].
2.4.1. SCREEN: Talent downloading the Greta software package on a computer.
2.4.2. SCREEN: Talent compiling the software in NetBeans on the screen.
2.5. Obtain a Mistral application programming interface key from the online console [1].
2.5.1. SCREEN: Talent accessing the Mistral console to generate an application programming interface key.
2.6. Create the file then paste the application programming interface key into the created file [1].
2.6.1. SCREEN: Talent creating the specified text file and pasting the application programming interface key into the text file. TXT: File: greta\bin\Common\Data\LLM\MICounselorRL\api_key.txt
2.7. Now, obtain a DeepGram application programming interface key from the online console [1]. Create the file path and paste the application programming interface key into the created file [2].
2.7.1. SCREEN: Talent generating a DeepGram application programming interface keyusing the online console. 
2.7.2. SCREEN: Talent creating the DeepGram file in the directory and pasting the application key into the file. TXT:File: greta\bin\Common\Data\DeepASR\DeepGram\api_key.txt
2.8. For MODIFF (moh-diff) model import, first download the MODIFF model weights from the provided source [1]. Place the downloaded file into MODIFF data folder [2].	Comment by Sulakshana Karkala: AUTHORS: Because the full file path would be too long for narration, it has been shortened as shown. Please confirm that this is acceptable. 
2.8.1. SCREEN: Talent downloading the MODIFF model file.
2.8.2. SCREEN: Talent moving the model file into the MODIFF data folder.
2.9. Download and uncompress the dlib (D-lib) face detection model files [1]. Place the extracted files into the dlib model directory [2].	Comment by Sulakshana Karkala: AUTHORS: Because the full file path would be too long for narration, it has been shortened as shown. Please confirm that this is acceptable. 
2.9.1. SCREEN: Talent extracting the dlib model files on the computer.
2.9.2. SCREEN: Talent placing the extracted files into the specified directory.
2.10. Then download all VAP (V-A-P) models from the provided folder [1]. Place the models into the Turn Management models folder [2].	Comment by Sulakshana Karkala: AUTHORS: Because the full file path would be too long for narration, it has been shortened as shown. Please confirm that this is acceptable. 
2.10.1. SCREEN: Talent downloading multiple VAP model files.
2.10.2. SCREEN: Talent copying the files into the TurnManagement models folder.
2.11. Next launch Modular.jar (modular-jar) [1]. Click on File, Open, Greta, Advanced, and choose 20250128 Greta - Expé Lucie_full.xml (Twenty-twenty-five-Zero-One-Two-Eight-Greta -Expé-Lucie-full-dot-x-m-l) [2].
2.11.1. SCREEN: Mpdular.jar is being launched.
2.11.2. SCREEN: Show the menu navigation File > Open > Greta > Advanced and selection of the 20250128 Greta - Expé Lucie_full.xml file.
2.12. Ensure that the configuration displayed matches the expected setup [1].
2.12.1. SCREEN: Talent visually checking configuration parameters on the screen
AND
LAB MEDIA: Figure 1
Video Editor: Please play both shots side by side in a split screen
2.13. Now, start the OpenFace Offline ZeroMQ.exe (Open-Face-Offline-Zero-M-Q-program) [1]. Confirm that the software communicates with the platform through the specified port [2].	Comment by Sulakshana Karkala: AUTHORS: Please confirm that this is the correct pronunciation 
2.13.1. SCREEN: Talent launching OpenFace Offline ZeroMQ .
2.13.2. SCREEN: Show OpenFace indicating active ZeroMQ communication.
2.14. In the Record tab, uncheck all options except Broadcast with ZeroMQ [1].
2.14.1. SCREEN: Show the Record tab with checkboxes being adjusted to leave only Broadcast with ZeroMQ enabled.
2.15. In the File tab, click Open Webcam [1]. Authorize live feature extraction using the available webcam [2].
2.15.1. SCREEN: Show selection of File > Open Webcam.
2.15.2. SCREEN: Talent confirming webcam authorization on screen.
2.16. Select the webcam to use [1]. Wait until the webcam is loaded and live feature extraction starts automatically [2].
2.16.1. SCREEN: Show webcam selection menu and chosen device.
2.16.2. SCREEN: Show live video feed with extraction indicators active.
2.17. Next, in OpenFace2 (Open-Face-Two) Output Stream Reader, click Connect [1]. Wait for the available feature list to populate [2].
2.17.1. SCREEN: Navigate to OpenFace2 Output Stream Reader and click Connect.
2.17.2. SCREEN: Show feature list populating.
2.18. Click on Select All and then Set to validate the selected features [1]. Under Modiff, click Launch and wait for the connection confirmation message [2].
2.18.1. SCREEN: Show selection of all features and confirmation with Set.
2.18.2. SCREEN: Show clicking Launch under Modiff and the confirmation message
2.19. Then press Connect to activate the connection between Modiff and the data receiver [1]. Under Filter, click Perform to allow execution of generated data [2].
2.19.1. SCREEN: Press Connect.
2.19.2. SCREEN: Show Perform being enabled in the Filter section.
2.20. In the MODIFF window, click Enable [1]. Wait 90 seconds for the model to stabilize [2].
2.20.1. SCREEN: Show Enable button being clicked in the MODIFF window.
2.20.2. SCREEN: Show status indicator during stabilization period.
2.21. To launch ASR (A-S-R), in the DeepGram window, press Enable [1].
2.21.1. SCREEN: Talent pressing Enable in the DeepGram window.
2.22. Then select the condition RL (R-L) to use DREAM (dream) or Baseline to use a plain large language model [1].
2.22.1. SCREEN: Show selection between Condition RL and Baseline options.
2.23. In the MI Counsellor RL window, click Enable [1]. Wait 30 seconds for the model to start [2].
2.23.1. SCREEN: Show Enable button being clicked in the MI Counsellor RL window.
2.23.2. SCREEN: Show loading indicator during model initialization.
3. Participant Setup, Profiling, and Dialogue Execution
Demonstrator: Click here to enter name of demonstrator(s)
3.1. Place a large monitor on a table with a chair positioned in front [1]. Position a webcam on top of the monitor facing the chair [2]. Place a directional microphone on the table in front of the chair [3].
3.1.1. Talent arranging the monitor and chair in the room.
3.1.2. Talent positioning the webcam on top of the monitor.
3.1.3. Talent placing the microphone on the table.
3.2. Have the participant complete the Decision Balance Scale or DBS (D-B-S) questionnaire using a 5 step Likert scale [1]. Then ask the participant to speak into the microphone [2-TXT]. 
3.2.1. Talent handing the questionnaire to the participant.
3.2.2. Talent instructing the participant to speak into the microphone. TXT: Ensure webcam captures the participant’s head and upper body
3.3. To begin, identify the participant profile, evaluate the DBS score [1]. Classify the participant as Resistant to Change, Receptive, or Open to Change based on the score [2].
3.3.1. Talent reviewing DBS scores on a computer or form.
3.3.2. SCREEN: Talent assigning the participant profile in the system.
3.4. In the MI Counsellor RL window, set the discussion theme chosen by the participant [1]. Set the participant profile accordingly [2]. Click Start  to allow the agent to initiate the discussion with the participant [3].
3.4.1. SCREEN: Show theme selection in the MI Counsellor RL window.
3.4.2. SCREEN: Show profile selection being applied.
3.4.3. SCREEN: Show Start button being clicked.
3.5. Monitor the Answer section of the MI Counsellor window for harmful output [1]. In the DeepGram window, click Listen after the agent finishes its turn [2].
3.5.1. SCREEN: The Answer section MI Counsellor interface during dialogue is being seen.
3.5.2. SCREEN: Show Listen button being clicked in the DeepGram window.
3.6. If speech is not recognized, enter the participant’s speech into the Request field and click Send [1]. Wait for the participant’s answer [2-TXT].
3.6.1. SCREEN: Show text being typed into the Request field and Send being clicked.
3.6.2. Shot of the Participant responding verbally during the session. TXT: Repeat monitoring, listening, and response until the dialogue ends automatically
3.7. Ask the participant to complete the post intervention questionnaires [1]. Then debrief the participant using the prepared speech [2].
3.7.1. WIDE: Talent providing post intervention questionnaires to the participant.
3.7.2. Talent debriefing the participant at the end of the session.



Results
Please review this section to make sure that it accurately reflects your findings.
· You/Your videographer does not have to record this section. It only includes the figures/tables from your manuscript (called LAB MEDIA). 
· Use Track Changes when making edits or revisions. Ensure the voiceover length is below 200 words. Current word count: 169
· Please note that the video cannot include voiceover without an accompanying visual.

4. Results 
AUTHORS: Please confirm that all the results have been accurately summarized
4.1. Users interacting with the adaptive agent expressed more positive sentimentality than users in the other expression conditions [1].
4.1.1. LAB MEDIA: Figure 5. Vid Video editor: Please highlight the blue curve corresponding to MODIFF-8
4.2. No significant differences were observed across the three expression conditions in subjective questionnaire scores assessing attitude, social rapport, and motivational interviewing quality [1].
4.2.1. LAB MEDIA: Figure 6. Video editor: Please highlight all 3 conditions  sequentially
4.3. The mismatched facial expression condition was generally rated lower than both the inexpressive and adaptive conditions across subjective measures [1].
4.3.1. LAB MEDIA: Figure 6. Video editor: Highlight the light orange bars corresponding to the mismatched condition 
4.4. Perceived attitude had a strong direct effect on perceived motivational interviewing quality [1]. The relationship between perceived attitude and motivational interviewing quality was partially mediated by social rapport, accounting for 42 percent of the effect [2].
4.4.1. LAB MEDIA: Figure 7. Video editor: Highlight the arrow linking attitude perception to MI quality.
4.4.2. LAB MEDIA: Figure 7. Video editor: Highlight the path passing through social rapport with the 42 percent label.
4.5. Participants interacting with the DREAM dialogue manager reported significantly higher rapport than those interacting with the plain large language model baseline [1].
4.5.1. LAB MEDIA: Figure 8. Video editor: Highlight the red boxplot 
4.6. The DREAM dialogue manager showed better adaptation to different participant profiles than the baseline model in motivation scores measured by the Decisional Balance Scale [1].
4.6.1. LAB MEDIA: Figure 9. Video editor: Highlight the red boxplot 
4.7. Both the baseline and DREAM conditions produced Client Evaluation of Motivational Interviewing scores above the therapeutic threshold [1].
4.7.1. LAB MEDIA: Figure 10. Video editor: Highlight the blue and red curves sequentially
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