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Author Questionnaire

1. Microscopy: Does your protocol require the use of a dissecting or stereomicroscope for performing a complex dissection, microinjection technique, or something similar?  No 
2. Software: Does the part of your protocol being filmed include step-by-step descriptions of software usage?  Yes 
If Yes, we will need you to record using screen recording software.
We recommend using the screen capture program OBS. JoVE’s tutorial for using OBS Studio is provided at this link: https://review.jove.com/v/5848/screen-capture-instructions-for-authors?status=a7854k
As these files are necessary for finalizing your script, please upload all screen-captured video files to your project page as soon as possible : https://review.jove.com/files_upload.php?src=21121908

Videographer:  Please film the computer screen if the authors wish to film any of the protocol shots 

3. Filming location: Will the filming need to take place in multiple locations?   No 

4. Testimonials (optional): Would you be open to filming two short testimonial statements live during your JoVE shoot? These will not appear in your JoVE video but may be used in JoVE’s promotional materials. No 

Current Protocol Length
Number of Steps: 16
Number of Shots: 29 (25 SC)

Introduction
[bookmark: _Hlk219156640]Videographer: Obtain headshots for all authors available at the filming location. 

Videographer: Please film section 1 and the first wide shot in section 2 (2.1.1). 

What are the most recent developments in your field of research?
1.1. Mark Kenney: Recent high-throughput image processing algorithms have provided numerous gold-standard bone segmentations of complex joints with the potential to train deep learning models
1.1.1. INTERVIEW: Named talent says the statement above in an interview-style shot, looking slightly off-camera
What are the current experimental challenges?
1.2. Mark Kenney: The current challenge is the limited ability to utilize prior segmentation strategies in future experiments, given structure-specific algorithms and significant manual corrective processes.
1.2.1. INTERVIEW: Named talent says the statement above in an interview-style shot, looking slightly off-camera


What research gap are you addressing with your protocol?
1.3. Remi Blanc: We address the need for reproducible, automated image analysis that minimizes manual labor and variability in accurate bone-erosion assessment.
1.3.1. INTERVIEW: Named talent says the statement above in an interview-style shot, looking slightly off-camera



CONCLUSION:

What advantage does your protocol offer compared to other techniques?
1.4. Remi Blanc: Our protocol improves segmentation accuracy and automation while still allowing manual corrections and continuously enhancing performance through added expert annotations.
1.4.1. INTERVIEW: Named talent says the statement above in an interview-style shot, looking slightly off-camera

What questions will future research focus on?
1.5. Mark Kenney: Our future research aims to incorporate multiple unique structures and disease models in automated algorithms to continue enhancing flexibility and application.
1.5.1. INTERVIEW: Named talent says the statement above in an interview-style shot, looking slightly off-camera



Videographer: Obtain headshots for all authors available at the filming location.


Ethics Title Card
This research has been approved by the University Committee for Animal Resources at the University of Rochester Medical Center



Protocol  
2. Applying the Deep Learning-Assisted Bone Segmentation Workflow
Demonstrator: Click here to enter name of demonstrator(s)  

Authors: Please let us know who demonstrated the protocol after the shoot

2.1. To begin, view the micro-computed tomography dataset to observe that bone and soft tissue are clearly distinguishable after thresholding [1]. Inspect regions where adjacent bones are closely packed to identify areas where limited image resolution and minimal gaps make their boundaries difficult to detect [2].
2.1.1. WIDE: Talent taking a seat at the computer table and viewing the micro-computed tomography dataset.
2.1.2. SCREEN: zooming into regions where adjacent bones are nearly touching, followed by a volume rendering visualization. 2.1.1.mp4 00:10-00:25	Comment by Poornima  G: I have indicated the videos with matching timestamps for placed I feel they are suitable in red font. Please let me know if any video or timestamps need to be changed for any of the shots below. You may place a comment bubble to indicate the change you require

2.2. Note the baseline where the supervised watershed-based segmentation method produces an overall accuracy of approximately 80 percent [1].
2.2.1. LAB MEDIA: Figure 2 E and F. Video editor: Show the data points for “semi-automated” method.

2.3. To improve segmentation accuracy, apply an updated workflow that combines a pre-trained deep learning joint space prediction model with a pre-built image-processing and watershed-based bone separation recipe in the Amira software environment [1 and 2]. Authors: This is a new step showing the workflow chart that I shared in the email. The flow chart may be edited by our video team to improvise it	Comment by Poornima  G: Authors: These are 2 new steps that precisely describe what needs to be done to apply the algorithms and get an output
2.3.1. Talent opening the Amira software on the computer.
2.3.2. MEDIA: Flow chart suggested by Poornima showing the workflow

2.4. Load the micro-computed tomography dataset into Amira [1]. Connect the Deep Learning Prediction module, select the trained model, and run the program [2] to generate an initial joint space segmentation [3]. Then, load the recipe in the Image Recipe Player module [4], connect the micro-computed tomography dataset and the preliminary joint segmentation, and apply the recipe [5] to produce the final segmentation with fully individualized bones [6].
2.4.1. SCREEN: Loading the micro-computed tomography dataset in Amira.
2.4.2. SCREEN: Connecting the Deep Learning Prediction module, selecting the architecture and weights files, and running the prediction.
2.4.3. SCREEN: Displaying the predicted joint space mask overlaid on the original dataset.
2.4.4. SCREEN: Opening the Image Recipe Player, loading the recipe file.
2.4.5. SCREEN: Connecting the dataset and joint segmentation, and applying the recipe.
2.4.6. SCREEN: Show the final output.

2.5. Finally, evaluate the resulting output by adjusting the colormap to Labels256 and inspecting orthogonal slices and volume renderings to confirm successful separation of individual bones throughout the hind paw [1].
2.5.1. SCREEN: Ortho Slice and Volume Rendering views of the final labeled segmentation.



3. Detailed Workflow Construction and Model Development	Comment by Poornima  G: Authors: I have moved the detailed model development to a separate section. 
3.1. To edit or build the model, open the Image Recipe workroom in Amira and load the bone-separation recipe [1]. Load the recipe layout and adjust parameters in the Properties window to customize the workflow for the current dataset [2-TXT].
3.1.1. SCREEN: Clicking on Image Recipe Designer tab. 2.4.1.,mp4 00:00-00:05 TXT: The following steps describe model development; They are not required to apply the workflow	Comment by Poornima  G: The files 3.1.1, 2.9.1 and 2.7.1 have good resolution. 
But the files 2.1.1, 2.4.1, 2.5.1 and 2.10.1 appear blurry. The text in the software are not clearly visible upon downloading. Can you please provide these with better resolution?	Comment by Poornima  G: Authors: I have clearly added text that says these steps are optional and are not required to apply the work flow
3.1.2. SCREEN: Loading the recipe and adjusting the parameter. 2.5.1.mp4 00:00-00:15 TXT: Fully edit the recipe structure as needed 

3.2. To review the workflow structure, sequentially visualize the intermediate outputs generated by the recipe [1]. 
3.2.1. SCREEN: Scrolling through the right pane. 2.5.1.MP4 00:55-01:10 OR 2.4.1.mp4 00:20-00:30.

3.3. To generate the joint mask, apply a combination of classical algorithms and a Deep Learning component available in Amira [1] and use the resulting joint mask to identify interfaces between adjacent bones [2].
3.3.1. SCREEN: Show the run in progress in Amira.	Comment by Poornima  G: There are certain shots for which I have not added a file name and timestamp. Can you please record these steps and provide us the screen recordings? 
These would really help in filling the gaps in the video so that it is helpful to our viewers.	Comment by Poornima  G: Hese can be simple recording where the play or run button is being hit or show the screen where the run is in progress, etc.	Comment by Poornima  G: If it is not possible to provide these new recordings, then please let me know in comment bubbles. 
I will have to delete these steps as we cannot have only audio. Every voice-over statement needs to be matched to a video. 
You are welcome to suggest any alternate timestamps as well
3.3.2. SCREEN: Display the initial joint mask overlaid on the bone image.

3.4. Then, apply a mathematical morphology Black Top Hat method implemented through closing, arithmetic subtraction, and thresholding [1] and use this step to emphasize voxels that are darker than their surroundings and correspond to joint regions [2].
3.4.1. SCREEN: Show hitting the run button after applying the Black Top Hat.
3.4.2. SCREEN: demonstrating the Black Top Hat processing steps in the Amira interface. 2.7.1.mp4 00:00-00:10

3.5. To improve specificity, apply the Structure Enhancement Filter to enhance dark, thin planar structures corresponding to joint spaces [1]. Further reinforce joint continuity by applying the Membrane Enhancement Filter, which incorporates a tensor voting stage [2].
3.5.1. SCREEN: Show Structure Enhancement Filter and Membrane Enhancement Filter being applied. The cursor can simply be hovered over the text indicating these filters.
3.5.2. SCREEN: Show the resulting output. 2.7.1.mp4 00:11-00:20

3.6. Then, integrate a joint mask generated by a convolutional neural network trained to identify peri-articular negative space [1]. 
3.6.1. SCREEN: Show the integrated output. 2.7.1.mp4 00:20-00:24

3.7. To prepare training data for the Deep Learning model, select 20 wild-type datasets representing 40 hind paws with balanced sex distribution and ages ranging from 2 to 6 months [1-TXT].
3.7.1. LAB MEDIA: Figure 1D. TXT: Segment individual bones using the supervised method and apply the joint-extraction recipe 

3.8. Extract six subvolumes from each dataset, with three subvolumes per hind paw [1]. Use subvolumes measuring 200 by 200 by 200 voxels [2] to cover ankle regions, digits, and representative background areas [3].
3.8.1. SCREEN: 2.9.1.mp4. 00:00-00:06 Video editor: Highlight the 6 white boxes
3.8.2. SCREEN: Show selection of one subvolume on a paw/drawing the box.
3.8.3. SCREEN: 2.9.1.mp4 00:15-00:35

3.9. Configure a three-dimensional U-Net architecture with a ResNet-18 backbone. Optimize the model using the Adam algorithm with an initial learning rate of 0.0001 and randomly initialized weights [1].
3.9.1. SCREEN: 2.10.1.mp4 00:00-00:12.

3.10. Train the model using the Dice loss function and Monitor validation performance using the intersection-over-union metric [1].
3.10.1. SCREEN: 2.10.1.mp4 00:13-00:18.

3.11. To complete bone separation, subtract the final joint mask from the bone mask and treat each remaining connected component as a marker for an individual bone [1]. Apply the watershed algorithm to grow each marker within the original bone mask, reconstructing individual bones and placing boundaries at optimal positions based on image intensities [2].
3.11.1. SCREEN: showing subtraction of joints and visualization of individual bone markers.
3.11.2. SCREEN: showing the final watershed-based bone separation overlaid on the original image.
3.11.3. Talent opening the Amira software on the computer.






Results
4. Results

4.1. Using deep learning to identify joint spaces in micro-CT datasets enabled clear and consistent separation of individual hind paw bones. By focusing on the peri-articular negative space, the model accurately delineated bone boundaries even in densely packed regions [1].	Comment by Poornima  G: The results section is revised as per your edits 	Comment by Poornima  G: This section requires no filming. We will directly use the manuscript figures to assemble the video with JoVE generated voice-over narration

4.1.1. LAB MEDIA: 3.1.1.mp4  

4.2. Compared with the semi-automated workflow, which achieved about 80 percent accuracy [1], the deep learning approach delivered a marked improvement for wild-type mice, reaching 98 to 99 percent accuracy with minimal manual correction [2]. 

4.2.1. LAB MEDIA: Figure 2E and 2F Video editor: Highlight the curves for “WT” in the semiautomated sections
4.2.2. LAB MEDIA: Figure 2E and 2F Highlight the curves for “WT” in the Deep-learning sections

4.3. In tumor necrosis factor or TNF–transgenic mice, the deep-learning method maintained high performance despite progressive inflammatory-erosive disease [1], with the accuracy of around 98 percent during the early disease progression stages [2].      
4.3.1. LAB MEDIA: Figure 2E and 2F, Video editor: Highlight the curves for “TNF” in the “deep learning” sections.  
4.3.2. LAB MEDIA: Figure 2E and 2F, Video editor: Highlight the curves for “TNF” in the “deep learning” sections only covering 2m, 3m, 4m 5m marks on the X-axis.

4.4. Although the model was trained exclusively on hind paws, it could be applied directly to forepaws without retraining to obtain anatomically coherent segmentations, demonstrating strong generalization to complex structures [1]. It was found that the progression of severe erosive disease and joint destruction was accelerated in TNF-Transgenic female forepaws [2].
4.4.1. LAB MEDIA: Figure 4 A, B, C D
4.4.2. LAB MEDIA: Figure 4 F  Video editor: Highlight the red curve in “TNF” group corresponding to the “forepaw” 
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