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**SHORT ABSTRACT:**

Temporal-order judgments can be used to estimate processing speed parameters and attentional weights and thereby to infer the mechanisms of attentional processing. This methodology can be applied to a wide range of visual stimuli and works with many attention manipulations.

**LONG ABSTRACT:**

This protocol describes how to conduct temporal-order experiments to measure visual processing speed and the attentional resource distribution. The proposed method is based on a new and synergistic combination of three components: the temporal-order judgments (TOJ) paradigm, Bundesen’s Theory of Visual Attention (TVA), and a hierarchical Bayesian estimation framework. The method provides readily interpretable parameters, which are supported by the theoretical and neurophysiological underpinnings of TVA. Using TOJs, TVA-based estimates can be obtained for a broad range of stimuli, whereas traditional paradigms used with TVA are mainly limited to letters and digits. Finally, the meaningful parameters of the proposed model allow for the establishment of a hierarchical Bayesian model. Such a statistical model allows assessing results in one coherent analysis both on the subject and the group level.

To demonstrate the feasibility and versatility of this new approach, three experiments are reported with attention manipulations in synthetic pop-out displays, natural images, and a cued letter-report paradigm.

**INTRODUCTION:**

How attention is distributed in space and time is one of the most important factors in human visual perception. Objects that capture attention because of their conspicuity or importance are typically processed faster and with higher accuracy. In behavioral research, such performance benefits have been demonstrated in a variety of experimental paradigms. For instance, allocating attention to the target location speeds up the reaction in probe detection tasks1. Similarly, the accuracy of reporting letters is improved by attention2. Such findings prove that attention enhances processing, but they remain hopelessly mute about how this enhancement is established.

The present paper shows that low-level mechanisms behind attentional advantages can be assessed by measuring the processing speed of individual stimuli in a model-based framework that relates the measurements to fine-grained components of attention. With such a model, the overall processing capacity and its distribution among the stimuli can be inferred from processing speed measurements.

Bundesen's Theory of Visual Attention (TVA)3 provides a suitable model for this endeavor. It is typically applied to data from letter report tasks. In the following, the fundamentals of TVA are explained and it is shown they can be extended to model temporal-order judgment (TOJ) data obtained with (almost) arbitrary stimuli. This novel method provides estimates of processing speed and resource distribution which can be readily interpreted. The protocol in this article explains how to plan and conduct such experiments and details how the data can be analyzed.

As mentioned above, the usual paradigm in TVA-based modeling and estimation of attention parameters is the letter report task. Participants report the identities of a set of letters which is briefly flashed and typically masked after a varying delay. Among other parameters, the rate at which visual elements are encoded into visual short-term memory can be estimated. The method has been successfully applied to questions in fundamental and clinical research. For instance, Bublak and colleagues4 assessed which attentional parameters are affected in different stages of age-related cognitive deficits. In fundamental attention research, Petersen, Kyllingsbæk, and Bundesen5 used TVA to model the attentional dwell time effect, the observer's difficulty in perceiving the second of two targets at certain time intervals. A major drawback of the letter report paradigm is that it requires sufficiently overlearned and maskable stimuli. This requirement limits the method to letters and digits. Other stimuli would require heavy training of participants.

The TOJ paradigm does not require specific stimuli or masking. It can be used with any kind of stimuli for which the order of appearance can be judged. This extends the stimulus range to pretty much everything that could be of interest, including direct cross-modal comparisons6.

Investigating attention with TOJs is based on the phenomenon of attentional prior entry which is a measure of how much earlier an attended stimulus is perceived compared to an unattended one. Unfortunately, the usual method for analyzing TOJ data, fitting observer performance psychometric functions (such as cumulative Gaussian or logistic functions), cannot distinguish whether attention increases the processing rate of the attended stimulus or if it decreases the rate of the unattended stimulus7. This ambiguity is a major problem because the question whether the perception of a stimulus is truly enhanced or if it benefits because of the withdrawal of resources from a competing stimulus is a question of both fundamental and practical relevance. For instance, for the design of human-machine interfaces it is highly relevant to know if increasing the prominence of one element works at the expense of another one.

The TOJ task usually proceeds as follows: A fixation mark is presented for a brief delay, typically a randomly drawn interval shorter than a second. Then, the first target is presented, followed after a variable stimulus onset asynchrony (SOA) by the second target. At negative SOAs, the *probe*, the attended stimulus, is shown first. At positive SOAs, the *reference*, the unattended stimulus, leads. At an SOA of zero, both targets are shown simultaneously.

Typically, presenting the target refers to switching the stimulus on. Under certain conditions, however, other temporal events, such as a flicker of an already present target or offsets are used8.

In TOJs, responses are collected in an unspeeded manner, usually by keys mapped to the stimulus identities and presentation orders (e.g., if stimuli are squares and diamonds, one key indicates “square first” and another one “diamond first”). Importantly, for the evaluation, these judgments must be converted to “probe first” (or “reference first”) judgments.

In the present work, a combination of the processing model of TVA and the TOJ experimental paradigm is used to eliminate the problems in either individual domain. With this method, readily interpretable speed parameters can be estimated for almost arbitrary visual stimuli, enabling to infer how the observer's attention is allocated to competing visual elements.

The model is based on TVA's equations for the processing of individual stimuli, which will be shortly explained in the following. The probability that one stimulus is encoded into visual short-term memory before the other is interpreted as the probability of judging this stimulus as appearing first. The individual encoding durations are exponentially distributed9:

|  |  |
| --- | --- |
|  | (1) |

The maximum ineffective exposure duration is a threshold before which nothing is encoded at all. According to TVA, the rate at which object is encoded as member of a perceptual category (such as color or a shape) is given by the *rate equation*,

|  |  |
| --- | --- |
| . | (2) |

The strength of the sensory evidence that belongs to category is expressed in , and is a decision bias for categorizing stimuli as members of category . This is multiplied by attentional weights. Individual attentional weights are divided by the attentional weights of all objects in the visual field. Hence, the relative attentional weight is calculated as

|  |  |
| --- | --- |
|  | (3) |

where represents all categories and represents the sensory evidence that object belongs to category . The value is called pertinence of category and reflects a bias to make categorizations in . The overall processing capacity is the sum of all processing rates for all stimuli and categorizations. For a more detailed description of the TVA, refer to Bundesen and Habekost’s book9.

In our novel method, Equation 1, which describes the encoding of individual stimuli, is transformed into a model of TOJs. Assuming that selection biases and report categories are constant within an experimental task, the processing rates and of the two target stimuli probe () and reference () depend on and the attentional weights in the form = and = , respectively. The new TOJ model expresses the success probability that a participant judges the probe stimulus to be first as a function of the SOA and the processing rates. It can be formalized as follows:

|  |  |
| --- | --- |
|  | (4) |

A more detailed description of how this equation is derived from the basic TVA equations was described by Tünnermann, Petersen, and Scharlau7.

For the sake of simplicity, the parameter is omitted in the model in equation 1. According to the original TVA, should be identical for both targets in the TOJ task, and, therefore, it cancels out. However, this assumption may sometimes be violated (see section Discussion).

For fitting this equation to TOJ data, a hierarchical Bayesian estimation scheme11 is suggested. This approach allows to estimate the attentional weights and of the probe and reference stimuli and the overall processing rate . These parameters, the resulting uptake rates and , and attention-induced differences between them can be assessed on the subject and group levels along with estimated uncertainties. The hierarchical model is illustrated in Figure 1. During the planning stage for an experiment, convenient Bayesian power analysis can be conducted.

The following protocol describes how to plan, execute and analyze TOJ experiments from which processing speed parameters and attentional weights for visual stimuli can be obtained. The protocol assumes that the researcher is interested in how an attentional manipulation influences the processing speed of some targets of interest.

**PROTOCOL:**

NOTE: Some steps in this protocol can be accomplished using custom software provided (along with installation instructions) at http://groups.upb.de/viat/TVATOJ. In the protocol, this collection of programs and scripts is referred to as “TVATOJ”.

**1. Selection of stimulus material**

1.1) Select stimuli according to the research question.

NOTE: In general, two targets are shown at different locations on the screen. Stimuli that have been used with the present method include, for example, shapes, digits, letters, singletons in pop-out displays, and objects in natural images. The latter three types were used in this protocol.

NOTE: Several different stimulus types are included in the TOJ plugin (“psylab\_toj\_stimulus” provided with TVATOJ) for the experiment builder OpenSesame12.

1.2) When creating new stimulus types, make sure that the properties of interest have to be encoded for the judgment by making them important for the task or select stimuli where the properties of interest are encoded automatically (e.g., singletons in pop-out displays).

**2. Power estimation and planning**

2.1) Perform a Bayesian power analysis by simulating data sets with the selected model, planned design (SOA distribution and repetition), sample sizes, and hypothesized parameters.

NOTE: Estimate whether it is likely to reach the research goal (for instance, a certain difference in the parameters). If the power is not sufficient, alter the design by adding or shifting SOAs or repetitions and repeat the analysis.

2.1.1) To use the provided TVATOJ software, open and edit the script “exp1-power.R”. Follow the comments in the file to adjust it for the specific analysis. For general information on Bayesian power estimation refer to Kruschke13.

**3. Specification or programming of the experiment**

3.1) Use an experiment builder or psychophysical presentation library to implement the experiment.

3.1.1) To use the OpenSesame TOJ plugin provided in TVATOJ, drag the “psylab\_toj\_stimulus” plugin in a trial presentation loop. Alternatively, open the “simple-toj.osexp” example experiment in OpenSesame.

3.1.2) Select the desired stimulus type from the dropdown menu “Stimulus type” in the psylab\_toj\_stimulus configuration. Follow the instructions in TVATOJ for adding new stimulus types if required.

3.2) Specify the trials as described in the following steps.

3.2.1) For every experimental condition, create trials with the planned SOAs. When using the psylab\_toj\_stimulus plugin and OpenSesame, add all varied factors as variables to the trial loop (e.g. “SOA”).

3.2.2) Add rows to the table to realize all factor combinations (e.g., seven SOAs, from to ms, crossed with the experimental conditions “attention” and “neutral”). Adjust the loop’s “Repeat” attribute to create sufficient repetitions (see protocol step 2 for determining the distribution and repetition of SOAs).

NOTE: Typically, at most trials can be presented within one hour. If more repetitions are needed, consider splitting the experiment into several sessions. Make sure that the “Order” attribute of the loop is set to “Random” before running the experiment.

3.2.3) In the psylab\_toj\_stimulus plugin configuration, add placeholders (e.g. “[SOA]”) for the varied factors in the respective fields. Enter constant values in the fields of factors that are not varied.

NOTE: Before running the experiment, make sure that accurate timing is guaranteed. If appropriate timing behavior of newer monitors was not verified, use CRT monitors and synchronize with vertical retrace signal12.

**4. Experimental Procedure**

4.1) Welcoming and briefing of the participants

4.1.1) Welcome the participants and inform them about the general form of the experiment (computer-based perception experiment). Inform the participants about the prospective duration of the experiment. Obtain the participants' informed consent to participate in the experiment.

4.1.1.1) Ensure that the participants show normal or corrected-to-normal vision (optimally by conducting short vision tests). Some deficits, such as color blindness, may be tolerable if they do not interfere with the research question for the particular type of stimulus material.

4.1.1.2) Provide a quiet booth where the experiment is conducted. Adjust the chair, chin rest, keyboard position, and so on, to ensure optimal viewing and response conditions for the experiment.

4.1.2) Make the participants aware that the experiment requires attention and mental focus and can be fatiguing. Ask them to take short breaks when required. It is, however, equally important not to perform these simple tasks under strong attentional strain. Tell the participants that it is okay to make some errors.

4.2) Instruction and warm-up

4.2.1) Present onscreen instructions for the task, detailing the presentation sequence and response collection procedure. Inform the participants that the task is to report the order in which the targets arrived, and that this will be difficult in some trials. Ask the participants to report their first impression when they cannot tell the order for certain and let them guess if they have no such impression at all.

NOTE: In the binary TOJs used here, there is no option to indicate the perception of simultaneity. To avoid excessive guessing, do not point out the presence of trials with simultaneously presented targets explicitly. Let these simply be difficult trials with the instructions outlined above.

4.2.2) To avoid eye movements during the trials, ask participants to fixate a mark whenever it is shown on the screen. Ask them to rest their head on a chin rest.

4.2.3) Ask the participants to take short breaks if necessary. Let them know when breaks are allowed and when they must be avoided (e.g., during the target presentation and before the response).

4.2.4) Include a short training in which participants can get used to the task. To this end, present a random subset of the experimental trials (see protocol step 3.2).

NOTE: Because the task itself is rather simple, ten to twenty trials are usually sufficient. It can be advantageous to increase the participants' confidence in their performance in this task. This can be done by slowing down the presentation and providing feedback.

4.2.5) Obtain the participants' confirmation that they have understood the task (let them explain it) and that they have no further questions.

4.3) Running the main experiment

NOTE: Let the experimental software start with the presentation of the main trials. Leave the booth for the main experiment.

**5 Model-based analysis of the TOJ data**

5.1) Convert the raw data files into counts of “probe first” judgments for every SOA. For instance, run the script “os2toj.py” provided with TVATOJ.

5.2) Run the Bayesian estimation procedure to estimate the main parameters and , the derived ones and and the differences of the parameters. For this purpose, run the script “run-evaluation.R” after editing it according to the instructions provided in the file.

5.3) When the sampling has finished, the differences of interest for the research questions can be assessed. Examples can be found in the following section.

**REPRESENTATIVE RESULTS:**

In the following, results obtained with the proposed method are reported. Three experiments measured the influence of different attentional manipulations with three highly different types of stimulus material. The stimuli are simple line segments in pop-out patterns, action space objects in natural images, and cued letter targets.

**Experiment 1: Salience in pop-out displays**

Experiment 1 aimed at measuring the influence of visual salience on the processing speed of line segments in a synthetic pattern. Subjects judged which of two target line segments (left or right) in a background pattern of oriented line segments flickered first. In half of the trials, the probe was a color pop-out (see Figure 2a). More background on TOJ-based assessment of pop-out can be found in a study by Krüger and colleagues8, where local orientation salience was manipulated instead of color. The distribution and frequency of the SOAs are shown in Figure 2b.

A Bayesian power analysis was conducted as described in the protocol step 2. For typical group overall rates ( Hz, ) and a hypothetical advantage from about Hz for the salient target in the attention condition (resulting from an attentional weight of , ), 200 simulations were performed. The success rate for detecting the advantage was calculated for the lower boundary of the HDI being above Hz and fulfilling additional requirements regarding the difference to the control condition (see TVATOJ example “power-exp1.R” for all details). The success rate for reaching this goal under the hypothetical conditions with 25 participants turned out to be with a HDI ranging from to .

For the actual experiment, participants were recruited. One participant was excluded from the analysis because he did not follow the instructions but always pressed the same key.

**[Place Figure 2 here]**

The data was fitted with the TOJ model derived from TVA (as described in the Introduction) using a hierarchical Bayesian procedure implemented in JAGS10. Figure 2c shows three exemplary subject-level plots of the raw data and posterior predictive estimates obtained from subject-level samples of the fitted model. Group-level posterior predictive curves are shown in Figure 2d and parameter estimates in Figure 2e and f. Depending on the research question, parameters and the relative attentional weights and (Figure 2e) or the individual rate parameters and (Figure 2f) can be assessed. If the overall processing capacity was changed by the manipulation, the latter parameters can show whether and how the individual stimulus processing rates have changed.

The proposed hierarchical Bayesian estimation procedure offers a wealth of results. For example, all parameters can be assessed for each participant on the subject level. Typically, there is interest in tendencies in the population. Hence, the results on the group level are discussed. The histograms show distributions over the parameter space. The modes of the distributions are stated to indicate the parameters’ central tendencies. HDIs (highest density intervals) mark the ranges in which the true values lie with a probability of according to model and data (for further details on how to interpret the Bayesian statistics, refer to Kruschke11,13).

Figure 2e shows estimates of the means across subjects for the weight and overall rate parameters. An attentional benefit for the salient stimulus can be seen in the attention condition. The central tendency of parameter is , and its -HDI ranges from to . Hence, salience shifted the attentional weight away from the neutral value of . In the control condition, where none of the targets was salient, a neutral weight of was obtained ( HDI: to ). The corresponding row “Comparison” shows that the difference between the weights across conditions is , and the HDI of this difference ranges from to . Hence, there is a reliable difference between the two weights in favor of the salient stimulus.

However, does this mean that the salient target was processed faster? The difference in weights together with the shared overall rate in the attention condition indicate that it was processed faster than the non-salient target in this condition. However, an important question is whether it was also processed faster than the targets of the control condition. Taking the estimates of the processing rates into account, the answer must be no. The estimate shown in Figure 2e is lower in the attention condition by a difference of almost Hz. In the corresponding “Comparison” plot, , no difference, is just at the fringe of the HDI; hence it is highly unlikely. Considering the individual rates of the probe () and reference () stimulus in both conditions (Figure 2f), it is clear that the advantage of the salient stimulus results from a Hz reduction of the processing rate of the non-salient stimulus in the attention condition. A possible interpretation of these results is that the salient target leads to a suppression of the non-salient target in the attention condition and thereby benefits in relation.

Note that in this experiment, even though the appearances of probe and reference were identical in the neutral condition, the delay between trial start and probe event was constant. Therefore, participants could have directed attention towards this point in time, thus shifting the attentional weight away from a neutral value 0.5. Consequently, the actual attentional weight of the probe stimulus in the control condition must be estimated and cannot be fixed to 0.5. Fixing the parameter is possible when the participant cannot tell even in principle which is the probe and which the reference stimulus, as in the control condition in Experiment 3.

**Experiment 2: Action space advantages in natural images**

The second experiment measured attentional advantages for objects in the action space in natural images. From change blindness studies it is known that center-of-interest objects benefit from meaning-driven orienting in natural images14. This effect is absent when images are obscured by upside-down presentation. In unpublished change blindness experiments, we found an action space advantage with a set of images with changes in action-space and background objects. (There is a published replication with similar stimulus material15). We hypothesize that these action space objects, which are close to the observer and possibly graspable, exhibit a similar advantage in their processing rates.

Thus, the proposed TOJ-based method is tested with natural images. Action space (probe) and more distant (reference) objects, which appeared abruptly in natural images, constituted the targets for the TOJ procedure (see Figure 3a). In a between-subjects control condition, upside-down versions of the same images were used. These are known to have reduced context effects in change detection experiments15,16. The SOA between the onsets was varied according to the distribution shown in Figure 3a.

A power estimation was performed exactly as for Experiment 1, except that between-subject comparisons between experimental and control condition were conducted. The success rate for achieving the goal was estimated with (HDI: to ) with 35 simulated participants per condition (details can be found in the TVATOJ example “power-exp2.R”).

There were 39 subjects in the attention condition and 38 in the control condition of the actual experiment. (Some subjects participated in both conditions. To our knowledge, this does not compromise the Bayesian statistical analysis. Treating the mixed data as between-subjects reduces the power compared to considering the within-subject differences.) Again, one participant (the same person in both conditions) was removed from the analysis of each condition, due to having given intentionally random responses throughout the experiment.

**[Place Figure 3 here]**

This data was fitted in the same manner as in the first experiment. The only difference was that because of the between-subjects design, parameter differences between the two conditions could not be calculated during the sampling at the subject level. This reduces the power in comparison to within-subject differences.

The exemplary subject-level and the group-level posterior predictive distributions in Figure 3c show distributions that are barely shifted against each other. The two conditions overlap almost perfectly in the group-level posterior predictive plot (Figure 3e), so that it may seem as if the attention manipulation had not worked at all. Inspecting the posterior distributions of the parameters, however, reveals that there indeed is an advantage for the action space objects. The estimate in the attention condition is shifted away from the neutral state of , which is only at the very left end of the HDI. Curiously, however, it is also shifted in the control condition, with the 95 % HDI even excluding , suggesting that the inversion of the images did not remove the potential action space advantage.

Considering the comparison of the individual stimulus processing rates (Figure 3f, “Comparison”), an effect of attention can be seen for the rate of the reference stimulus . However, the difference points in the direction opposite to the hypothesis and is small, reflecting a rate change of only Hz (HDI: to ).

Therefore, it must be concluded that either (a) the attentional advantage of action space objects is due to a factor that is not affected by the scene inversion, such as salience or visibility. Alternatively, (b) the scene inversion does not reduce the action space effects as intended; or (c) the power of the present experiment was too small to detect the effect. Explanations (a) and (b), or a combination, are the likely ones. In our unpublished change-blindness experiments mentioned earlier, which were conducted with the same images, there was still an advantage (though reduced) for the action space objects in inverted scenes.

In the context of this method-centered paper, alternative (c) may be the most interesting one. Therefore, the magnitudes of possibly overlooked effects will be briefly discussed. Looking at the comparison of the attentional weights, the lower bound of the HDI, which reflects the hypothesized direction, is at . Hence, only weights larger by in the attended compared to the control condition are probable. This difference is small compared to the other experiments, and the odds are against even such a small effect. This is reflected by the upper HDI bound reaching . Looking at the processing rates is helpful because the rates in Hz can be readily interpreted as processing speed.

The differences between the two conditions are shown in the “Comparison” row in Figure 3f. Difference between the reference stimuli is negative, Hz, and the HDI excludes . The negative difference reflects an increase in the processing rate of the reference targets, the background objects, which too is against the action space advantage hypothesis. A small attentional advantage is still possible in the processing rates of the probe targets, Their difference is estimated close to zero, but the HDI ranges from Hz to Hz. Even though a value close to zero is most probable, rate effects up to Hz in favor of the hypothesis, and up to Hz against it, remain possible concerning the HDI. Overall, these results are not favorable for the original hypothesis, but their discussion showed how meaningful sizes of possibly missed effects can be conveniently extracted from the results. Note that for accepting null results, such as the lacking reduction of the action space advantage by rotating the images, regions of practical equivalence can be defined and their overlap with the HDI can be tested11 (see Discussion section).

**Experiment 3: Spatial cueing in letter recognition**

The third experiment investigated the limits of the proposed TVA-based TOJ model and shows how the model can be extended to deal with these difficulties.

What is it that gets the proposed method into trouble? In the two previous experiments, the participants had to judge two temporal events. Now we add a third temporal event, a peripheral cue that is shown ms before the probe stimulus to direct attention toward it. This third event presents difficulties to simple the TVA-based TOJ model, for which only two stimuli are explicitly modeled.

**[Place Figure 4 here]**

Magnitudes of attentional benefits reported in the TOJ literature already hint at these difficulties. The latency differences induced by peripheral cues are often as high as % and sometimes even as high as of the cueing interval19. As illustrated in Figure 4, such a large shift would require unlikely attentional weights close to at typical processing rates. Furthermore, such extreme weights lead to highly skewed psychometric distributions. These would have a steep slope at one end and a shallow slope at the other end. In a weaker manifestation, this can be seen in the posterior predictive plots of the first experiment (Figure 2c and d). Such strongly distorted curves are rarely reported. When the data from the present peripheral cueing experiment is fitted with the TVA-based TOJ model, the posterior predicted curves strongly deviate from the actual data pattern.

Importantly, however, peripheral cues produce the strongest and most reliable effects of attention in psychophysical TOJ20. Therefore, it is worthwhile to apply a model-based assessment with an extended version of the proposed model. Alcalá-Quintana and García-Pérez21 proposed a TOJ model based on general assumptions of exponential stimulus encoding. This model contains an additional parameter that allows for large shifts without altering the slopes of the psychometric curves. Alcalá-Quintana and García-Pérez used it for crossmodal TOJs, where such shifts originate from delays between modalities. Hence, to model data from cued TOJs, we include their parameter . A delay between the start of the encoding processes could account for the expected large lateral shifts. The parameter may even have a TVA-compatible interpretation. However, this is not entirely unproblematic and will be discussed later. To keep the model parsimonious, other parameters suggested by Alcalá-Quintana and García-Pérez (response biases, lapses, and a minimum possible temporal resolution) were not included.

Formally, the original psychometric model in equation 4 is modified by replacing the term by an adjusted term . This adjustment also reflects the interpretation of: the starts of exponential encoding processes are now not only separated by the , but an additional constant delay is added. In the hierarchical Bayesian model, subject level is sampled from a group-level normal distribution.

An explicit power analysis was not performed for this experiment. Because the within-subjects design is similar to the one from Expriment 1, a similar power is expected for effects in the rates and attentional weights. The expected large lateral shift to be captured by the parameter is much larger and more stable than the rate and weight effects typically are, so that no power problem can be expected for detecting it either.

Data was collected for participants (among them the three authors) according to the experimental procedure described in the protocol step 4. Participants had to report the order of two letters. In half of the trials the probe stimulus was preceded ( ms) by a peripheral four-dot cue (see Figure 5a). A detailed description of the stimulus material can be found in Tünnermann, Petersen, and Scharlau’s study7. The SOAs and their frequencies are shown in Figure 5b. Each participant performed one or two sessions.

**[Place Figure 5 here]**

The extended model as described above was applied in the hierarchical Bayesian estimation procedure. (For participants who produced very steep psychometric curves in the first session, smaller SOAs were used in the second session. This can be seen, for example, in the leftmost plot Figure 5c, which contains additional data points at small SOAs.) Because of the more complex model, the powerful NUTS sampler from Stan software package was employed in this analysis22.

In the other experiments, the probe stimulus could have a different processing rate than the reference stimulus, even in the control condition. In Experiment 1, this was because the participants could have allocated attention to its predictable point in time relative to the trial onset. In Experiment 2, the inversion of images was not expected to entirely remove the advantage of action space objects. In this letter-based cueing experiment, however, participants would not even in principle be able to identify which is the probe and which the reference stimulus, because the same random letters were used and the time between trial and target onset did not allow to conclude the target type. Therefore, a truly neutral control condition is expected and fixed at 0.5 and at zero in the neutral condition.

As can be seen in Figure 5c and d, the cue leads to a substantial shift of the psychometric function compared to the other experiments. Furthermore, the posterior plots in Figure 5f show that is estimated as a ms benefit for the cued target. The HDI on the difference (“Comparison” row) excludes all differences smaller than (or larger than ), rendering them highgly improbable.

Interestingly, there is a change in attentional weights in favor of the uncued target (Figure 5e). The posterior distribution of has its mode at . The neutral weigth of is not included in the HDI. For the parameter, there is an increase by Hz for the attention condition. Expressed in -parameters (Figure 5f), it is most notable that the rate of the reference stimulus in the attention condition increases.

In the previous two experiments, it was observed that the attention manipulations increased the attentional weight of the probe stimulus. In the present experiment, however, the pattern could reflect an interference of the cue with the target, thereby reducing its rate in the race for encoding. At the same time, the cued target benefits from the faster processing due to the parameter. The latter can be linked to the reduction of the cued target's delays before or after the exponential races. Note, however, that concerning , an prolongation of a delay associated with the uncued stimulus explains the relative difference equally well.

**FIGURE LEGENDS:**

**Figure 1:** **Graphical model used in the Bayesian estimation procedure.** Circles indicate estimated distributions; double circles indicate deterministic nodes. Squares indicate data. The relations are given on the right side of the figure. The nodes outside the rounded frames (“plates”) represent mean and dispersion estimates of TVA parameters (see Introduction) on the group level. In the “j Subjects” plate, it can be seen how attentional weights () are combined with the overall processing rates () to from stimulus processing rates () on the subject level. Plate “i SOAs” shows how these TVA parameters are then transformed (via the function described in the Introduction) into the success probability () for the binomially distributed responses at each SOA. Therefore, the together with the repetitions of the SOA () describe the data points ().For more details on notation and interpretation of graphical models, refer to Lee and Wagenmakers23. Note that for the sake of clarity, the nodes that represent differences of parameters have been omitted. These deterministic parameters are indicated in the figures of the experimental results instead.

**Figure 2: Experiment 1.** (a) Targets (marked with circles for illustration) in the neutral (upper part) and attention (lower part) condition. (b) SOA distributions. (c) Three exemplary subject-level response counts (points) and posterior predictive curves (shaded area; intensity represents likelihood with regard to 100 simulated repetitions at fine-grained SOAs). Blue indicates control and green attention condition. (d) Group-level posterior predictive curves. (e) Posterior distributions of the overall rate and attentional weights and . (f) Posterior distributions of and and their differences.

**Figure 3: Experiment 2.** (a)Action space (marked with white arrows) and background (black arrow) targets in the neutral (left) and attention (right) condition. (b) SOA distribution. (c) Two exemplary subject-level plots from the neutral (blue) condition and two plots from the attention condition (green) with response counts (points) and posterior predictive curves shaded area; intensity represents likelihood with regard to 100 simulated repetitions at fine-grained SOAs). (d) Posterior distributions of the overall rate and attentional weights and . (e) Group-level posterior predictive curves. (f) Posterior distributions of and and their differences.

**Figure 4: Typical effects of cues on perceptual latencies.** Magnitudes of attention effects typically found in TOJs with peripheral cues (horizontal lines). Magnitudes predicted by the TVA-based TOJ model for increasing attentional weights of the probe stimulus (curves). The solid curve corresponds to typically observed parameters.

**Figure 5: Experiment 3.** (a) Targets, arbitrary designated as probe and reference in the the neutral condition (upper part). In the attention condition (lower part) the probe stimulus was preceded (110 ms) by a four-dot cue. (c) Three exemplary subject-level response counts (points) and posterior predictive distributions (shaded area; intensity represents likelihood with regard to 100 simulated repetitions at fine-grained SOAs). Blue represents the neutral and green the attention condition. (d) Group-level posterior predictive curves. (e) Posterior distributions of the overall rate and attentional weights and . (f) Posterior distributions of and and their differences.

**DISCUSSION:**

The protocol in this article describes how to conduct simple TOJs and fit the data with models based on fundamental stimulus encoding. Three experiments demonstrated how the results can be evaluated in a hierarchical Bayesian estimation framework to assess the influence of attention in highly different stimulus material. Salience in pop-out displays led to increased attentional weights. Also, increased weights were estimated for action space objects in natural images. However, due to the persisting advantage when spatial relations were disturbed by showing such images upside down, it is likely that another local attentional benefit leads to the weight increase. A peripheral cue, as used in Experiment 3, exhibits a negative influence on the attentional weight. However, it leads to a large effect in the parameter, which models a delay between the starting times of the encoding processes.

Most of the protocol follows common steps in conducting TOJs and perception experiments in general. Note, however, that the interpretation of the results in terms of TVA is tied encoding the stimuli into the visual short-term memory. The possibility of performing the TOJ by pure onset detection should be reduced as much as possible. Therefore, as mentioned in protocol step 1.2, it is crucial that the attributes of interest are either automatically encoded (which can be assumed for certain stimuli, e.g., salience pop-outs) or encoding must be facilitated via the task (e.g., reporting the stimulus identity).

It is advisable to inspect the summarized raw data (“probe first” counts across SOAs divided by the number of repetitions) before running the final analysis. This data should follow an S-shaped curve as shown in the psychometric functions in the figures of the Representative Results section. Note that due to the binomially distributed responses, the data points randomly deviate from the ideal path. The deviations increase with a decreasing number of repetitions. With few repetitions, the deviations are often relatively large, obscuring the ideal S shape. However, if the pattern clearly deviates from the usual curve, the mathematical model may need to be adjusted. For instance, when large lateral shifts are observed (as in Experiment 3 of this article), García-Pérez and Alcalá-Quintana’s parameter can be included. If the curve does not converge to one and zero at its ends, additional lapse parameters21 can be added

It is possible to perform a formal model comparison as suggested in Alcalá-Quintana and García-Pérez21 to decide between different models. Using models different from the one outlined in the introduction, however, may affect whether results can be interpreted in terms of TVA.

In the results reported in this article, we stated the central tendencies of estimated differences along with their HDIs. However, in the Bayesian framework, it is possible to accept or reject that there is no difference between two estimates. For this purpose, a ROPE (region of practical relevance) must be specified11,13. The rope indicates a small range around zero. Values within in this range are considered practically equal to zero. If the ROPE does not overlap with the HDI, the null hypothesis is rejected. Meaningful ROPE limits depend on the research question or application. In contrast to TOJ analysis with traditional means, the TVA-based approach can guide the establishment of meaningful ROPE limits: Due to their meaningful units, the parameters can be related to estimates from other TVA paradigms (e.g., whole reports, see ref. 3). Furthermore, processing rates can be converted into encoding durations (the expected value of the encoding duration of stimulus is , see ref. 7) to inform ROPE limits. For example, if researchers are interested in whether an attention manipulation contributes to a reaction time reduction for a participant in a driving simulation, they could reason as follows: Reaction times (including motor components) are in the range of a few hunderths of milliseconds, therefore, if the attention manipulation changes the overall reaction only a few thousands of a second the change would be practically zero. Hence a ROPE from - to + ms could be applied to difference of reference and probe encoding duration If the ROPE of this difference completely includes the HDI, the result that there is no difference can be accepted. If HDI and ROPE do not overlap, the null hypothesis can be rejected. If neither is the case, no such point decision can be made. Further details concerning the Bayesian evaluation approach in general can be found, for instance, in Kruschke's book13.

Turning to more general issues, for the success of this protocol, it is crucial that there are only two stimuli that generate temporal signals at the target location. For example, a peripheral cue (as in Experiment 3) or masks7 lead to large lateral shifts that cannot be accounted for by the current TVA-based model. Such situations are not uncommon and it was shown how to model them by incorporating a parameter suggested by Alcalá-Quintana and García-Pérez21. In this extended model, the component cannot be clearly linked to a TVA mechanism. There is tentative connection between and TVA, but there are some unsolved problems. Indeed, TVA assumes a short delay before encoding starts. Parameter , which was discussed in the Introduction, is the maximum ineffective exposure duration before which nothing is encoded at all. The difference could be understood as . However, is typically small, around to ms. Furthermore, the theory does not assume that it is influenced by attention. Nevertheless, reductions have been observed in letter recognition7,24. If one accepts this possibility, a further commitment must be made. Parameter was measured around ms. Given the fact that of the cued stimulus can maximally be decreased by to ms because it is not larger in the first place, most of would come from increasing of the uncued to to ms. This magnitude is way beyond what sometimes is observed (around ms). As a consequence of ’s unclear relation to TVA, some important questions cannot be answered. For example, it cannot be decided whether the delays of attended stimuli are reduced or if those of the unattended stimuli are prolonged (resulting in the observed difference).

Advantages of the protocol are the simplicity of the TOJ task which can utilize almost arbitrary stimuli, the thorough theoretical underpinning by TVA, and the Bayesian evaluation scheme. The TVA-based model is a large step forward from traditional model-free approaches. In the past, mostly generic psychometric functions have been fitted to TOJ data. Changes in their summary parameters PSS (point of subjective simultaneity) and DL (difference limen; a measure of discrimination performance) have been linked to attentional manipulations. At times, these parameters are over-interpreted. For example, it is frequently claimed that attention accelerates processing of the attended stimulus, whereas it could also be the case that the unattended stimulus is slowed7. In addition to this weakness, these parameters are rather indirect. They describe the performance in the task and do not characterize the processes that produce it. The model-based analysis of TOJs improves on these drawbacks by providing meaningful parameters based on TVA.

The limitations of the technique mentioned above arise from the fact that only two stimuli are explicitly modeled with TVA. To improve on this, future research aims at extending the TVA-based model to more than two stimuli. In particular, explicitly modeling the cue in cued TOJ with TVA is an important objective of future work25.
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