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**Short Abstract:**

Cryo electron microscopy (cryoEM) can be employed to derive *de novo* atomic models of macromolecular complexes in solution. The steps involved in high resolution cryoEM of biological molecules, from image recording, to data processing, to atomic modeling based on the resulting cryoEM density map, are illustrated.

**Long Abstract:**

Cryo electron microscopy is a structural biology technique for determining three-dimensional structures of supramolecular complexes in solution. In cryoEM, samples in their physiological, non-crystalline state are embedded in vitreous ice during low dose imaging. A three-dimensional density map of the sample is obtained by combining tens of thousands of cryoEM images. In recent years, the resolution of cryoEM has improved steadily, reaching a resolution sufficient for building atomic models from the cryoEM density map alone.

In this video article, we illustrate how such atomic models can be derived by cryoEM. Others have described the detailed procedures for preparing frozen hydrated samples, image acquisition and the basic steps of data processing of cryoEM [1](#_ENREF_1),[2](#_ENREF_2). We will focus on several criticle technical aspects important for reaching 3-4 Å resolution and for building reliable atomic models. We use the tobacco mosaic virus (TMV) and cytoplasmic polyhedrosis virus (CPV) as representative complexes with helical and icosahedral objects, respectively. *De novo* atomic models of these objects have previously been determined by cryoEM and published, and their biological relevance is described in previous publications[3-6](#_ENREF_3).

**Introduction:**

Beginning in the early 1970s, electron microscopy has been used in structural biology to investigate macromolecular assemblies at a “biologically significant” resolution [7](#_ENREF_7). Atomic resolution protein structures determined by x-ray crystallography or NMR were docked into the lower resolution (30-8 Å) electron microscopy density maps (for example [8](#_ENREF_8),[9](#_ENREF_9)). In this way, interactions between subunits of a large complex could be assessed to give hints at the overall function of a macromolecular assembly. While this approach is still frequently used for complexes with low or no symmetry, advances over the last twenty years in sample preparation, microscope design, data collection, and data processing have made *de novo* atomic model building, based on the EM density map alone, possible for certain types of samples [3](#_ENREF_3),[6](#_ENREF_6).

Three broad types of sample are suitable for *de nove* atomic model building by cryoEM: 2D crystalline arrays, such as bacteriorhodopsin [10](#_ENREF_10) and tubulin [11](#_ENREF_11), helical assemblies, such as tobacco mosaic virus [3](#_ENREF_3) and the bacterial flagellum [12](#_ENREF_12), and complexes with high symmetry, such as icosahedral viruses [4-6](#_ENREF_4),[13](#_ENREF_13) and GroEL [14](#_ENREF_14). Our laboratory has been successful in deriving several atomic models for helical assemblies and icosahedral viruses [3](#_ENREF_3),[5](#_ENREF_5),[6](#_ENREF_6). Based on past experiences we present the current article, which is intended to highlight some essential steps which allow for the electron density map to be refined to 3-4 Å resolution.

Below, we provide a working protocol with detailed steps for determining icosahedral and helical structures to about 3-Å resolution and for deriving atomic models. We also provide representative results and a discussion focusing on crucial steps in sample preparation and image processing for achieving atomic resolution structures. For in-depth understanding of the underlying theory and recent progress, viewers are advised to read recent reviews on this topic [15-17](#_ENREF_15" \o "Grigorieff, 2011 #63).

**Protocol:**

A general workflow of atomic model determination by cryoEM is given in Fig. 1. In the following protocol, items 1, 2 and 4 are shared in both single particle- and helical-structural determination. Item 3.1 is for single particle structures while item 3.2 is for helical structures. Therefore, one either will follow 1, 2, 3.1, 4 or 1, 2, 3.2, 4 depending on the nature of the sample being studied.

**1) Grid preparation, sample preparation, and image collection**

1.1) Place commercial cryoEM grids in a petri dish lined with several pieces of filter paper, and add 1,2-dichloro-ethane (ethylenedichloride, EDC) so that the liquid level is about one half to one centimeter. Gently push any floating grids into the liquid. Close the petri dish with a glass cover and seal with plastic film. Leave the sealed dish in a fume hood for a week, then remove from EDC and dry.

**Note:** Specific microscope settings will vary based on the type of microscope being used and the control software associated with the microscope. Results may also vary based on the microscope being used.

1.2) Coat dried grids with a fine layer of carbon by placing the grids on a flat open surface in a vacuum evaporator and establishing vacuum. Adjust a piece of graphite so it is held in the clamps above the grids and contact sparks will create fine carbon particles which coat the grids.

1.3) Layer carbon-coated grids on a closed style film image plate. Put this plate, with its projection chamber open, into the imaging plane of a 100kV electron microscope. Remove all apertures and irradiate with the smallest size beam which is sufficient to cover all the grids. Leave the grids in the microscope to “bake” for 10-50 hours. This approach removes all contaminants on the grids like oil from the oil pump of the vacuum evaporator and reduces charging of the grid during imaging.

1.4) Plunge freeze samples using an automated or manual freezing apparatus. Perform sample perpetration as demonstrated in other JoVE articles [1](#_ENREF_1),[2](#_ENREF_2).

1.5) Prepare the electron microscope for imaging by cryo-cycling at least overnight, and load the grid(s) into the electron microscope. To do this click the “cryocyle” button the microscope user interface.

**NOTE:** Cryocycle a function of the microscope, which warms up the microscope and cools it down to cryogenic temperature again.

1.6) Carefully perform direct alignment of the microscope, including coma free alignment (manually, not with the software). A well aligned microscope is essential for obtaining high resolution data. Two things are especially important for a better cryoEM image: minimal coma and higher coherence of the beam. We typically check the alignment every one to two days.

1.7) Take images on films or using a direct electron detector either manually (with low dose) or with leginon automation software. Use 1.5 µm defocus for larger particles and up to 3 µm defocus for particles which are difficult to see [3](#_ENREF_3),[5](#_ENREF_5),[6](#_ENREF_6).

1.8) Develop and scan the films to obtain an electronic copy of the data if appropriate or transfer electronic files to another location for data processing (See Fig. 2 for examples of good and bad data).

**2. Preprocessing of images**

Many of the steps in this and the following procedures require a large commitment of computer processing: transfer the files to a computer cluster if available.

2.1) If the data files are in a format other than .mrc, convert the data files to .mrc.

2.2) Determine the contrast transfer function (CTF) of each image using ctfffind3.exe [18](#_ENREF_18).

2.3) Create a filtered version of the data where the particles are clearly visible. There are many types of filters available through the proc2d command in EMAN [19](#_ENREF_19), use a Wiener filter (according to the ctf), a bilateral filter and a low pass filter at first, but use other filters or different filters if necessary to see the particles. Filtered images are ONLY used during pre-processing.

2.4) Examine the 2D power spectra of each image. Images that are well outside the defocus target value set while imaging (e.g., autofocus failed), that have any serious charging or drifting problem, or that are very astigmatic, can be ignored henceforth.

2.5) Examine the real space image. Any image with apparent ice contamination can be ignored henceforth.

**3. Image Processing**

**3.1) Image Processing for Icosahedral Single Particles (Windows or Linux).**

This protocol utilizes highly optimized programs in the IMIRS package[20](#_ENREF_20) and consists of three main processing steps -- orientation determination, orientation refinement and 3D Fourier inversion -- executed in an iterative fashion (Fig. 3).

3.1.1) For all particles picked, run *AutoOrtElim* to generate a list of selected particles with initial orientation and center parameters using common lines.

3.1.2) Run *hrefine* program to refine the orientation and center parameters for all particles with an initial orientation estimate. The program is based on minimization of phase residuals between the particle image and a set of projection images

3.1.3) Run *batch\_reconstruct\_ISAF* or a GPU-accelerated 3D reconstruction program, *g3d* (Ref. [21](#_ENREF_21)), to merge the Fourier transforms of all “good” particles according their refined orientation and center parameters and generate a 3D density map. Steps 3.1.1 and 3.1.2 are iterated until no further improvement in the 3D density map is obtained.

**3.2 Image Processing for Helical Structures (Linux)**

This protocol assumes that the reader has an in-depth understanding of EMAN software package (further than using graphic interface and default parameters). The work flow is outlined in Fig. 4.

3.2.1) Preparing segmented particles and 2D analysis

3.2.1.1) Box the particles using the helixboxer command of EMAN. The box size should be 3-4 times larger than the diameter of the particle for thin helixes and 60% larger for very thick helixes. The box size should be factorable to simple primes (e.g. 192, 256, 432, etc.)

3.2.1.2) Do not box particles or portions of particles which: are on the carbon, are on the rings at the edge of the micrograph, are off the micrograph, are obscured by contaminants, are overlapped by other particles, or have bad ice.

3.2.1.3) Create a directory to house the particles which will be boxed out and run the helixbatchboxer command.

3.2.1.4) Each particle should overlap the previous particle by one helixal turn. If the size of the helical turn is not known or too large, start with a 90% overlap.

3.2.1.5) Do phase-flipping ctf correction for each particle based on the astigmatic CTF parameters given by 2.2. Create a directory for the phase flipped particles and copy to the particles the ctf parameters which were determined in 2.2.

3.2.1.6) Create a refine2d directory, and copy the refine2d.py script to this location. Create or copy other accessory scripts which will be needed to run the refine2d.py script such as a script file (R2D.sh) for submission into the scheduler in the refine2d directory. Similarly, use script to group refinement commands too.

3.2.1.7) Create a start.hed file using lstcat.py.

3.2.1.8) Create class averages for the boxed particles. Use the start.hed file to run refine2d.py, this will result in reference free classification of all the particles. Set up the R2D.sh script to run the averaging process several times (about 20 iterations). For helices, a specially modified version of refine2d.py can be used to align the filament vertically.

3.2.1.9) Create an averaged Fourier transform of the final iteration of class averaging. Based on the resulting pattern, determine the helicity of the sample. This is traditional helical cryoEM work [22](#_ENREF_22).

3.2.1.10) To determine helicity, create a grid on the FFT using the perimerdian line and periequitorial line as the defining pattern. From this grid determine n,l, and m numbers for the equation l = nt + um. Use one line in the perimerdian and one in the periequitorial to set up a system of equations and solve for the unknowns, t and u; where t is the number of turns and u is the number of subunits (i.e. u/t = subunits/turn).

3.2.2) Generate the first structure

3.2.2.1) Use the *make3d* command from *EMAN* to create a preliminary 3D density map using the classaverages with random angular assignment.

3.2.2.2) Create a symdoc.dat file based on an initial estimation of the helical parameter. This file is in *Spider* document format.

3.2.2.3) Use *himpose* of *IHRSR* package [23](#_ENREF_23) to apply the helicity; then convert it back to mrc for further use in *EMAN*.

**NOTE:** If the helicity of the sample is not clear, several models will have to be built using different symmetry parameters and used as starting models for trial runs. The trial runs may or may not converge to the same helicity. The most plausible result will be used henceforth (plausible as judged empirically).

3.2.3) Refine the starting structure

3.2.3.1) Follow the guidelines given by the EMAN authors for refining a cryoEM structure. Between every two iterations, IHRSR programs are used to refine the helicity and the newly refined helicity is applied to the refinement result. maxshift=<pixel> (set to (100% - overlap) \* boxsize / 2) is appended to the refine command-line to prevent moving the new data (100% - overlap) of a segment out of the refinement box (volume).

3.2.3.2) Use EMAN style CTF correction (option ctfc=<resolution> in EMAN refine program). To simplify the CTF determination, EMAN style ctf parameter is built directly from ctffind3.exe results. Set amplitude to 1, bfactor to 0, noise baseline to a constant 0.

3.2.3.3) Use B-factor (Nikolaus Grigorieff group) program to boost high resolution factors of the structure. A typical refinement uses a 0 B-factor in initial refinement, a ~160 1/Å2 B-factor for further atomic resolution refinement. B-factor can be adjusted based on the microscope’s performance.

3.2.3.4) Reduce hsearch range by angular increments as the structure refines.

3.2.3.5) Set resolution cutoff and gradually increase the resolution as the structure refines.

3.2.3.6) Gradually decrease angular interval for projection as prescribed by EMAN authors. Projections can be limited to between 90 and 70-80 degrees altitude to save computational load, since helical objects have very limited out-of-plane tilt in the ice. (The filament aligns to the Z direction in the volume. When projected with 90 degrees altitude, the projection image should see a perfect side view of the filament.) A Vernier based angular sampling scheme can be used to reduce the number of necessary projections [3](#_ENREF_3" \o "Ge, 2011 #6).

**NOTE:** A typical refinement with 64,000 segments of 640x640 box can take 1000 cpu\*days for one iteration in the last few iterations. Reduce the overlap between adjacent segments to save computational load if necessary.

3.2.3.7) When the helicity refinement converges, use the final helicity (may be average from last few iterations) to refine the structure for several more iterations with Fourier space helicizing followed by real space symmetrizing (by himpose) [3](#_ENREF_3" \o "Ge, 2011 #6). This approach tremendously reduces the number of projections if the helical asymmetric unit is small enough (in terms of angular span) and enables refinement with even smaller angular intervals.

**4) Building the Atomic Model**

First build the atomic models for cryoEM structures with Coot and then refine the model structure with CNS [24](#_ENREF_24) and Phenix [25](#_ENREF_25). An example (CPV) of atomic modeling is illustrated in Fig. 5.

4.1)Start building the atomic level model before the refined structureis final. Use the preliminary atomic model to generate a theoretical radially averaged (one dimensional) structure factor for the purpose of scaling Fourier amplitudes [26](#_ENREF_26" \o "Zhang, 2010 #60). A B-factor of 40-100 1/Å2 can be used to sharpen the structure after scaling. Then continue to build and refine the atomic models to achieve the completed model.

4.1.1) Start the atomic model when the reconstruction maps achieve 4Å resolution: 4.5Å resolution maps can also be modeled but are more challenging (See Representative Results).

4.1.2) Trace C-alpha backbone using “baton-building” in Coot. When tracing the C-alpha, it is advisable to pay attention to the sequence as well and trying to have matching residue registration between the map and the sequence particularly at this step. This will simplify the next several steps.

**NOTE:** At a region of poor density, try to register the sequence before and after it. Then one will be able to more accurately trace the residues corresponding to this region.

4.1.3) Generate backbone model (poly A) with the appropriate program, typically Coot [27](#_ENREF_27) or REMO [28](#_ENREF_28).

4.1.4) Mutate the backbone model into full atomic model with the protein sequence using “Mutate Residue Range” in Coot.

4.1.5) Convert the cryoEM map into “hkl” pseudo-crystallographic reflections (CNS: em\_map\_to\_hkl.inp). Before conversion, the map is typically tailored (the map is cut into a smaller volume with “Tools -> Volume Data -> Volume Viewer -> Sub-region selection” in Chimera to save memory and segmented to include the subunits of interest only).

4.1.6) Mark out the testing set (5-10%) with CNS (make\_cv.inp, resulting in a .cv file).

4.2) Refine the automatically generated full atomic model with CNS against the reflections (.cv file). This time the refinement is limited to a single copy of a single protein at a time (segmentation needed). The refinement process is illustrated in Fig. 6. It starts with a crude model (Fig. 6a, green model) that is resulted from 4.1.4 above.

4.2.1) Use “vector residue” target instead of amplitude-only targets if there is reliable phase information. The refinement is more powerful when phases are also included.

4.2.2) Use simulated annealing to boil down the structure and make an initial good fit (CNS: anneal.inp). The key of not losing the fit is to lock down the C-alpha atoms with harmonic restraints. Use 20 as the constant (result in Fig. 6b, green model).

4.2.3) In Coot, manually fit any misfit residue (result in Fig. 6c, green models). (Typically, only <5% of all the residues are misfit.)

4.2.4) Refine group B-factor (CNS: bgroup.inp).

4.2.5) Minimize the structure (CNS: minimize.inp) with reduced (10) harmonic constant. Restrain both C-alpha and C-beta atoms this time.

4.2.6) Refine group B-factor again (CNS: bgroup.inp).

4.2.7) Minimize the structure again with more reduced (5) harmonic constant.

4.2.8) Refine group B-factor again (result in Fig. 6d, green model).

4.2.9) Put all refined structures of single proteins together. Use non-crystallographic symmetry (NCS) to deal with symmetry. Use either NCS constraint or restraint. When using restraint, make multiple copies of the proteins and dock them into symmetry-related copies. With the next iteration, release all harmonic restraints.

4.2.10) Manually adjust the structure if serious clashes appear after applying symmetry. These clashes typically result from long residues fitted to densities that belong to other copies. Use openmp, parallel version of CNS to reduce calculation time since refinement against an entire virus can be very time-consuming. Typical refinement of a virus takes a few days on 8 cpu cores.

4.2.11) Optionally, improve the structure by refining it in Phenix with Ramachandran restraints.

**Representative Results:**

The steps of cryoEM structure determination include sample purification and vitrification, low-dose imaging, orientation determination and refinement, 3D reconstruction, and atomic model building. First, samples particularly suitable for high-resolution cryoEM analysis are those with adequate size (>1MDa molecular weight, < 150 nm in thickness) such that sufficient contrast for visualization is provided, and with structural uniformity and integrity such that all particles are structurally identical for averaging. We show here an example of a good image of a suitable sample (Fig. 2c). (Notice that we intentionally selected a good image with some scanning defect – the Newton rings at the top-left corner of the image.) Second, a good cryoEM image should be without any ice contamination or drifting / charging. Figure 2a and 2b show an examples of ice-contaminated sample and an example of an image with drifting / charging, respectively. In an electron microscope, without applying any correction, one should see crystal lattices of crystal ice in the sample (Fig. 2a, top, inset), which give rise to the reflections in corresponding Fourier transforms (Fig. 2a, bottom, inset).

Although modern cryoEM instruments are capable of recording images at ~1Å resolution, when high-resolution cryoEM is concerned, the coherence of the beam plays a critical role in the resulting resolution. Therefore, we test our microscope alignment by taking test images with a CCD camera in two steps: first, the optical alignment is tested by imaging carbon film at 250,000x magnification with eight times low-dose dosage, under these conditions, the Thon rings should reach the point resolution of the microscope; second, the coherence of the beam is tested by imaging carbon film at 120,000x magnification with the working dose for cryoEM low-dose imaging, under these conditions, a single 4kx4k CCD frame should show Thon rings reaching 3Å resolution. Since the dosage is low, the Thon rings would have been hidden by noise if the signal over resolution drops off rapidly: an indication of poor beam coherence.

When reconstructed to different resolution, a cryoEM structure shows different features. Sometimes, the resolution of a structure can be judged empirically by its features, such judgments match resolution given by pseudo-crystallographic R-factors in the majority of cases. Figure 7 shows the TMV structure reconstructed (with resolution limit) to different (2.7Å, 3.3Å, 3.6Å, 4Å, 4.5Å, 5Å, 6Å, 7Å, 8Å, 10Å) resolutions. Notice that at 3.3Å resolution, side-chain features are very visible, sometimes showing difference between Val, Leu and Ile. At 3.6Å, loops are resolved, strands in β sheets are well separated and small side-chains start to blur. At 4.5Å resolution, strands become hard to resolve and only big (i.e., aromatic, arginine) side-chains can be seen. 5.5Å is the first resolution in which decent alpha-helical grooves are visible. At 6-7Å resolution, alpha-helices show up as sausages, although the size and length of them match well with that of the atomic model. At 8Å resolution, alpha-helices start to blur, and they are marginally distinguishable at 10Å resolution.

When building the model, the phase information in a cryoEM structure helps tremendously to automatically build the model, as compared to the amplitude-only data of X-ray crystallography. At 3.5Å resolution, atomic models can be built with ease. First, a c-alpha trace is built from the density map; be very sure that the amino acid registration is correct at this stage. When building loops that are not easily traced, be sure to consult structure elements before and after the loops so that there are no extra or missing residues in the loop (Fig. 6a, red). Then simply convert the tracing into a poly-alanine main-chain model and mutate the main-chain model to match the known sequence (Fig. 6a, green). Then run a simulated annealing with c-alpha atoms restrained by harmonic potentials (result: Fig. 6b, green). Fix any largely misfit residues (Fig. 6c, red to green). Then refine the atomic structure several times, gradually reducing the harmonic restraint potential until zero (result: Fig. 6d, green).

**Figure Legends:**

**Figure 1 Workflow of *de novo* atomic model generation by cryoEM**

This flowchart briefly lists the steps of atomic structure determination by cryoEM from sample preparation to final product. Light blue boxes represent sample preparation, red boxes represent imaging, yellow boxes represent micrograph processing, green boxes represent initial model building, dark blue boxes represent model refinement, and the purple box represents applications for the model.

**Figure 2 Examples of problematic micrographs**

(a) An image of an ice-contaminated sample. This kind of images contains diffraction contrasts. In a 300kV, high-end microscope, the lattices of the crystalline-ice areas are visible at higher magnification (inset). (b) A drifted image. The corresponding Fourier transform shows its characteristic envelope. (c) An acceptable image. Notice that we intentionally included some area with digitizing artifact for illustrative purpose (top left corner). The Fourier transform of this image has Thon rings reaching 3.5 Å resolution.

**Figure 3 Single-particle reconstruction**

Flow chart showing the basic steps of single-particle reconstruction implemented in the IMIRS package 17 (Protocol section 3.1 or the yellow boxes from Figure 1)

**Figure 4 Helical reconstruction**

Flow chart showing the basic steps of helical reconstruction using the Iterative Helical Real Space Reconstruction protocol (Protocol section 3.2 or the yellow boxes from figure 1.) Cyan boxes are typical of the IHRSR protocol. Yellow boxes mark improved steps for high resolution structure determination.

**Figure 5 Atomic modeling of a cryoEM reconstruction**

(a) CryoEM reconstruction of CPV. (b) Atomic models built for individual subunits. (c) Density maps with atomic models superimposed, showing good match between the features of the densities and their corresponding models. Most of the side-chain densities in this panel match well with their models.

**Figure 6 Refinement of atomic models against cryoEM density maps**

In each of the panels, red models stand for the result of the last step; green models stand for the result of this step; density maps are colored navy blue. (a) From Cα tracing to full atomic model. At this step, the atomic models don’t fully match the densities. (b) Simulated annealing, protocol 4.2.2. (c) Manually adjust misfit models. Some models are too far away from their corresponding densities to be effectively refined into these densities. Protocol 4.2.3. (d) Final refinements. Constraints are gradually released and models gradually refine into densities. Protocol 4.2.4-8.

**Figure 7 Progression of resolution during cryoEM structure refinement**

CryoEM structure of TMV reconstructed to different resolutions as marked on the panels. Notice how α helices become visible around 8 Å resolution, and large individual amino acids become identifiable around 4 Å resolution.

**Discussion:**

With advances in imaging hardware and software, cryoEM has come of age as a structural biology method enabling *de novo* atomic models based on density maps alone. However, some major limitations persist for this technique, in particular the limitations in sample types and preparations which are suitable for use in cryoEM. Thus when considering cryoEM for structural determination, the most important question to ask is still: is this the right technique for my sample [15-17](#_ENREF_15" \o "Grigorieff, 2011 #63)? While X-ray crystallography and NMR remain the best choice for small, individual proteins; cryoEM has developed into an excellent tool for obtaining structural data of macromolecular complexes, both at the level of individual proteins and protein interactions within complexes. Continued advances in physics and material science, computer science and computer processing, sample preparation procedures, and the very recent direct electron detection or counting technology, make cryoEM a growing field of interdisciplinary research which will continue to push limitations and provide unique structural insights.

To get an idea of how big the complex would be or could be, the size of our CPV and TMV structures may be referred to. CPV has an alignable protein shell of nearly 30 MDa in size, although smaller viruses like Hepatitis B Virus (HBV) capsid can also be determined to atomic resolution. On the other hand, the helical structure of TMV contains a 6.5 MDa segment of the much longer helical virus. Other unpublished structures demonstrate that one can reach the resolution necessary for a *de novo* atomic model with an alignable size as small as 4.5 MDa.

Several factors are important for reaching atomic resolution. First, the stability of the microscope plays a vital role, especially the stability of magnification. With a three condenser lens system, modern microscopes can control the parallelism of the beam very well. It was estimated that without the three condenser system, parallelism can be aligned to within 1% error; with the three condenser system, it can be aligned as well as 0.1% error. This helps to stabilize the magnification of the microscope tremendously (Wim Hagen, personal communications). However, several groups have previously achieved ~ 4Å resolution with earlier generation microscopes. Second, coma has a big negative effect on final resolution. Uncorrected residue beam tilt after coma free alignment generates considerable phase shift in images at high resolution and was considered to be the major barrier beyond 3Å resolution [29](#_ENREF_29). However, a poorly aligned beam tilt (including pivot point, a misalignment of which generates beam tilt when the beam is shifted) can be even worse. Third, the use of astigmatic CTF correction allowed us to have better defined phases in the images. This factor impacts models at about 4Å resolution. It is also interesting that it is the phases (via phase flipping) of the images that play a more critical role than the amplitudes. Proper astigmatic phase flipping with circular amplitude correction allows for a resolution sufficient for atomic modeling, whereas further application of astigmatic amplitude correction doesn’t obviously improve the resolution.

There are still more issues that are not possible to enumerate in a limited space. “Full-screen anti-aliasing” of the phase flipping process gives better features on the structure. The unceasing discussion of whether to integrate all data processing steps into a well-designed software package with optimized user-interface (as IMIRS package in protocol 3) or to leave all modules of a package accessible to expert users so that individuals can tweak parameters or even software code at the cost of poor user-interface (as combined IHRSR / EMAN 1 workflow in protocol 4) has yet to be concluded. (We consider the most recent package, EMAN 2 [30](#_ENREF_30), to be an acceptable balance between the two extremes, bearing a windowed user-interface with usable default parameters and a command-line interface for advanced users to customize the process.) In any case, specialized handling of sample and data requires far more than words to describe and working with a group or individual with considerable experience in *de novo* atomic model building may be essential.
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